— AR X FR DEMEET B FE
HHF W Hisa-aki Shinkai

KRIRTERAE R4S shinkai@is.oit.ac. jp

December 12, 2011

Contents

1 Introduction
1.1 — ARG O g & F2 W58 T — < (Topicsin GR) . . . . . ... ... ..
1.2 ZYEAEHENGE? (Why Numerical Relativity?) . . .. .. ... ... ... ....
1.3 BAEAH G D /71 m g (Overview of Numerical Relativity Methodology) . . . .

2 BEREBZEZSICODREDHE
2.1 ADM B3\ (ADM formulation) . . .. . ... ... ... ... ...
2.2 Ashtekar Z3( (Ashtekar formulation) . . . . . ... ... Lo Lo
2.3 RXILDYA (Higher-dimensional ADM formulation) . . . .. .. ... .....

3 HEENROIZLENFE
31 EDXIICHHHEZAER T 20 . . .
32 EDXIHT=VEBETDID . .
3.3 Ashtekar B Z W72 8BEMHN G . . . . . .

4 HERMROENLRIE
4.1 OVEIVIEW . . . o o e e e e e e
4.2 The standard way and the three otherroads . . . . . . . ... .. ... ......
4.3 A unified treatment: Adjusted System . . . . . ... oL
4.4 Outlook . . . . . .

A BRERZELCHITIHERTHK
B U

nsolved Problems

30
30
36
39

44
44
45
52
60

65

66

WKL I F—/—F 20114412 H9H-10H

This file and viewgraphs of the seminar are available at http://www.is.oit.ac.jp/ shinkai/




WKL I F—/—F 2011-12: EH 2

1 Introduction

1.1 —RxtAX RO & FEQRHET — (Topics in GR)

— AR ERF TR AN IS, L E 2 =X EHEH L T334 b Living Reviews in Relativity) '23% %.
ZDHA MBI i X DT —~ %, —published —upcoming DIE, 2011/12/1 BIfE.

e Hi /I (Gravitational Waves) 12 Ax+12

— The Motion of Point Particles in Curved Spacetime; GW Detection by Interferometry (Ground
and Space); GWs from Gravitational Collapse; Interferometer Techniques for GW Detection; On
Special Optical Modes and Thermal Issues in Advanced GW Interferometric Detectors; Physics,
Astrophysics and Cosmology with GW; The PN Approximation for Relativistic Compact Bina-
ries; Gravitational Radiation from PN Sources and Inspiralling Compact Binaries; Low-Frequency
GW Searches Using Spacecraft Doppler Tracking; Time-Delay Interferometry; GW Data Analysis.
Formalism and Sample Applications: The Gaussian Case; Analytic BH Perturbation Approach to
Gravitational Radiation

— Advanced Technologies for Space GW Detectors; Extreme and Intermediate Mass-Ratio Inspiral
Systems; GW Phenomenology; GW Sources: Binaries (High and Low Frequency); GW Sources:
Cosmological Background; GWs from Extreme Mass Ratio Inspiral (EMRI); Interface Between
GWs and Astronomy; Pulsar Timing and Low Frequency GW Detection; Quantum Measurement
Theory in GW Detection; Rates for Binary Coalescences; The ADM canonical approach to the PN
motion of compact binaries; The Square-Kilometre-Array (SKA)

o i T 2L — 3 v (Numerical Relativity) 10 4849

— Coalescence of BH-Neutron Star Binaries; Characteristic Evolution and Matching; Spectral Meth-
ods for NR; Numerical Hydrodynamics and Magnetohydrodynamics in GR; Critical Phenomena
in Gravitational Collapse; Event and Apparent Horizon Finders for 3+1 NR; Numerical Hydro-
dynamics in Special Relativity; Numerical Approaches to Spacetime Singularities; Computational
Cosmology: From the Early Universe to the Large Scale Structure; Initial Data for NR

— Algebraic Computing in GR; Binary Neutron Star Mergers; Boson Stars; Formulations of Einstein’s
Equations for NR; Interface of PN Theories and NR; Methods of GW Extraction in NR; NR for
BHs; Numerical Simulations of Supernovae; Perturbative Interface to the Binary BH Problem

o KFZ M (Mathematical Relativity) 11 4+5

— The Einstein-Vlasov System/Kinetic Theory; Cosmic Censorship for Gowdy Spacetimes; Null Geodesic
Congruences, Asymptotically-Flat Spacetimes and Their Physical Interpretation; Quasi-Local Energy-
Momentum and Angular Momentum in GR; Theorems on Existence and Global Dynamics for the
Einstein Equations; Isolated and Dynamical Horizons and Their Applications; Gravitational Lensing
from a Spacetime Perspective; Conformal Infinity; Speeds of Propagation in Classical and Relativis-
tic Extended Thermodynamics; Stationary BHs: Uniqueness and Beyond; Hyperbolic Methods for
Einstein’s Equations

— Continuum and Discrete Initial-Boundary-Value Problems and Einstein’s Field Equations; Cosmic
Censorship (toolbox); Exact Solutions; Gravitational Lensing from a Spacetime Perspective; The
Constraint Problem for Einstein’s Equations

e H T H /] (Quantum General Relativity) 11 4~+4

— Entanglement Entropy of BHs; Quantization of Midisuperspace Models; Loop QG; Loop Quantum
Cosmology; Stochastic Gravity: Theory and Applications; The Asymptotic Safety Scenario in QG;
QG in 2+1 Dimensions: The Case of a Closed Universe; QG in Everyday Life: GR as an Effective
Field Theory; Perturbative QG and its Relation to Gauge Theory; The Thermodynamics of BHs;
Discrete Approaches to QG in Four Dimensions

"http:/ /relativity.livingreviews.org/
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— Causal Sets; Minimal Length Scale Scenarios for QG; QG Phenomenology; The Spin Foam Approach
to QG

o SEERFUMIGEL (Experimental Foundations of Gravitation) 10 A+5

— Analogue Gravity; Varying Constants, Gravitation and Cosmology; Tests of Gravity Using Lunar
Laser Ranging; The Pioneer Anomaly; f(R) Theories; Probes and Tests of Strong-Field Gravity with
Observations in the Electromagnetic Spectrum; The Confrontation between GR and Experiment;
Modern Tests of Lorentz Invariance; Testing GR with Pulsar Timing; Relativity in the Global
Positioning System

— Experiments in Gravitation with Highly Stable Clocks; Laboratory Measurements of Newtons’s
Constant, G; MOND; Testing Gravity Using GWs; Tests of Gravity at Short Range

o FHYBHIR (Relativity in Astrophysics) 9 A+5

— Physics of Neutron Star Crusts; Binary and Millisecond Pulsars; Relativistic Fluid Dynamics:
Physics for Many Different Scales; The Evolution of Compact Binary Star Systems; Relativistic
Binaries in Globular Clusters; Massive BH Binary Evolution; Rotating Stars in Relativity; Quasi-
Normal Modes of Stars and BHs; Gravitational Lensing in Astronomy

— BH Accretion Disks; Electromagnetic Counterparts to Supermassive BH Mergers; Massive BHs in
Galaxies; Microquasars; The Magnetic Fields of Neutron Stars

o %Pl (String Theory and Gravitation) 4 4~+3
— Brane-World Gravity; BHs in Higher Dimensions; Spacelike Singularities and Hidden Symmetries

of Gravity; Spinning Strings and Integrable Spin Chains in the AdS/CFT Correspondence

— Brane Actions and Kappa-Symmetry; Classification of Near-Horizon Geometries of Extremal BHs;
Solitonic Solutions of Supergravity

e ma=s

o FHiim (Physical Cosmology) 5 A~+2
— The Hubble Constant; Measuring our Universe from Galaxy Redshift Surveys; Experimental Searches
for Dark Matter; The Cosmological Constant; The Cosmic Microwave Background

— Cosmic Evolution of Super Massive BHs in Galactic Centers (the X-Ray view); The Age of the
Universe

o Fl2EEE (History of Relativity) 2 4+3

— History of Astroparticle Physics and its Components; On the History of Unified Field Theories

— History of GW Research; On the History of Unified Field Theories (1933-ca 1960); The Hole Argu-
ment

EELDFX Y A POV THER L 7ZIEEEIZDL T Db D,

BH  Black Hole

GR  General Relativity
GW  Gravitational Wave
NR  Numerical Relativity
PN  Post-Newtonian

QG  Quantum Gravity
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1.2 BEHEEHEMNSR? (Why Numerical Relativity?)

The Einstein equation:

1
R, — §9WR + Agu = KT, k = 871G (1.1)

What are the difficulties? (# 1)
e for 10-component metric, highly nonlinear partial differential equations.

e completely free to choose coordinates, gauge conditions, and even for decomposition of the
space-time.

e mixed with 4 elliptic eqs and 6 dynamical eqs if we apply 3+1 decomposition.

e has singularity in its nature.

How to solve it?
e find exact solutions

— assume symmetry in space-time, and decomposition of space-time
spherically symmetric, cylindrical symmetric, ...

— assume simple situation and matter
time-dependency, homogeneity, algebraic speciality, ...

We know many exact solutions (O(100)) by this ”Spherical Cow” approach.
e approximations

— weak-field limit, linearization, perturbation, ...

We know correct prediction in the solar-system, binary neutron stars, ...

We know post-Newtonian behavior, first-order correction, BH stability, ...

Why don’t we solve it using computers?
e dynamical behavior
e strong gravitational field

e no symmetry in space

gravitational wave!

higher-dimensional theories, and/or other gravitational theories, ...

The most robust way to study the strong gravitational field. Great.
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Numerical Relativity Box 1.1
= Solve the Einstein equations numerically.
= Necessary for unveiling the nature of strong gravity. For example:

e gravitational waves from colliding black holes, neutron stars, supernovae, ...
e relativistic phenomena like cosmology, active galactic nuclei, ...
e mathematical feedback to singularity, exact solutions, chaotic behavior, ...

e laboratory for gravitational theories, higher-dimensional models, ...

What are the difficulties? (# 2)
e How to construct a realistic initial data?
e How to treat black-hole singularity?

e We cannot evolve the system stably in long-term evolution. Why?

General and recent introductions
More general and recent introductions to numerical relativity are available, e.g. by Pretorius (2007)
[4], Alcubierre (2008) [1], Baumgarte-Shapiro (2010) [2], and Gourgoulhon (2012) [3].

References

[1] M. Alcubierre, Introduction to 3+1 Numerical Relativity (International Series of Monographs on
Physics), (Oxford University Press, 2008).

[2] T. W. Baumgarte and S. L. Shapiro, Numerical Relativity: Solving Einstein’s Equations on the
Computer, (Cambridge University Press, 2010).

[3] E. Gourgoulhon, 3+1 Formalism in General Relativity: Bases of Numerical Relativity (Lecture
Notes in Physics), (Springer-Verlag, 2012)

[4] F. Pretorius, in Relativistic Objects in Compact Binaries: From Birth to Coalescence, Editor:
Colpi et al. Pulisher: Springer Verlag, Canopus Publishing Limited, arXiv:0710.1338.
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1.3 #EEXRDO S EHBEE (Overview of Numerical Relativity Methodology)

Numerical Relativity — Methodology Box 1.2

0. How to foliate space-time
Cauchy (3 +1),
Hyperboloidal (3 + 1), = see e.g. [2
characteristic (2 + 2), = see e.g. |b
or combined?

= if the foliation is (3 + 1), then - --
1. How to prepare the initial data = see e.g. [1]

Theoretical: Proper formulation for solving constraints?
How to prepare realistic initial data?
Effects of background gravitational waves?
Connection to the post-Newtonian approximation?

Numerical: Techniques for solving coupled elliptic equations?
Appropriate boundary conditions?

2. How to evolve the data

Theoretical: Free evolution or constrained evolution?
Proper formulation for the evolution equations? = see e.g. [4, 3]
Suitable slicing conditions (gauge conditions)?

Numerical: Techniques for solving the evolution equations?
Appropriate boundary treatments?
Singularity excision techniques?
Matter and shock surface treatments?
Parallelization of the code?

3. How to extract the physical information

Theoretical: Gravitational wave extraction?
Connection to other approximations?

Numerical: Identification of black hole horizons?
Visualization of simulations?

References

[1] G. Cook, Livng Rev. Relativ. 2000-5 at http://www.livingreviews.org/
[2] S. Husa, gr-qc/0204043; gr-qc/0204057.

[3] H. Shinkai, J. Korean Phys. Soc. 54 (2009) 2513 (arXiv:0805.0068)

[4] H. Shinkai and G. Yoneda, gr-qc/0209111

[5] J. Winicour, Livng Rev. Relativ. 2009-3 at http://www.livingreviews.org/
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Notations:

signature (— + ++).

Covariant derivatives, Christoffel symbol

VA% = A% = A%, +T9, A7
ViAa = Aap=Aau — FZMA,,
F;O;u = (1/2)gaﬂ(gﬂu,u + 98v,u — gw/,ﬁ)

e Riemann tensor, Ricci tensor, Weyl tensor

Rq = 0% — 0alpe + T T%g — T 0%,

Ry = Ruayb = ng,,u - Ffzb,u,b + F'uuu Vab B Fuubryau
1
Cabed = Rabed — ga[cRd]b + gb[cRd]a - gRga[cgd]bv

e ADM decomposition, the extrinsic curvature (§2)

ds® = gudatdz”,  (p,v=0,1,2,3)
on X(t)... df* = ;da'dal, (1,7 =1,2,3)

ds? = —o2dt® + Yij (dﬁi + 5idt)(dxj + 5jdt)

1
Kij= -1 ny, = f§£n*yij.

(1.8)

(1.9)
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2 RRARBRZEZSOHDREDDE

Z ZClZ, Einstein FE=
G = kKT, where G =R, — %gle +Agy and k=8rG (2.1)
Z TR ZE) ) TBRICESHRZ 2 E23HT 5.

2.1 ADM X (ADM formulation)
2.1.1 The 341 decomposition of space-time

The idea of space-time evolution was first formulated by Arnowitt, Deser, and Misner (ADM) [10]. The
formulation was first motivated by a desire to construct a canonical framework in general relativity,
but it also gave the community to the fundamental idea of time evolution of space and time: such as
foliations of 3-dimensional hypersurface (Figure 2.1). This scheme is often called ‘3+1 formulation’,
‘the ADM formulation’; or ‘Cauchy approach’.

3-metric, lapse function, shift vectors

Let us denote the hypersurface X(¢) which is the three-dimensional spatial space with a parameter
t. The evolution of spacetime is expressed as the dynamics of ¥(¢). The formulation begins by
decomposing the metic as

ds? = G dxt dz”,  (p,v=0,1,2,3)
on X(t)... df* = ~;;da’dat, (i,j =1,2,3)

Let the unit normal vector of the slices be n#, where
ny = (—a,0,0,0), nt =g"n, = (1/«, —Bi/a).
We then have a 3+1 decomposed metric as

ds* = —a’dt* + v (da' + Bidt)(da? + Fdt) (2:2)
= (—a2 + ﬁlﬁl) dt® + 203; dt de’ + Vij dat da?

shift vector 18 ¢
¥

,8 g dt coordinate constant line

el A S+ d)
7 .

lapse function Oy —, adt

%W

{ = constant hypersurface

surface normal line

Figure 2.1: Concept of time evolution of space-time: foliations of 3-dimensional hypersurface. The
lapse and shift functions are often denoted v or N, and 3 or N*, respectively.



WKL I F—/—F 2011-12: EH 9

_ —O[2+/61/81 ﬂ] 7 2 _1/a2 ﬁ]/OZZ
T = Bi Yij )’ T =\ fija? A —pigija?

where o and f3; are defined as

o= 1/\/ _9007 ﬂj = ng- (23)

and called the lapse function and shift vector, respectively.

Projection onto X
In order to decompose the Einstein equation into 3+1, we introduce the projection operator L# normal
to nt,

Yo = Gpv + Nyl v =0, +nt'n, = LY. (2.4)

We also call the spatial components of ;; the intrinsic 3-metric gij.Q
The projections of the Einstein equation can be the following three:

Gunt'n” = kT,n'n” =kpy (2.5
GuntLl] = kT,n"1l]=—-~rJ; .
Guw LF 1Y = KT, L 1Y = kSyj, (2.7)

where pp, J; and S;; are energy density, momentum density and stress tensor, respectively, defined by
an observer moving along n,, = (—«,0,0,0). That is, the energy-momentum tensor, 7},,, is decomposed
as

Ty = pangny + Juny, + Jony + S (2.8)

Extrinsic curvature
In order to express equations (2.5)-(2.7) tractable, we introduce the extrinsic curvature K;; as

1 1
Kij =~ L Lfny = - = o (—&s%j + Bij + @\i) = —5Ln7ij. (2.9)

Projection of the Einstein equation onto the 3-hypersurface X is given using the Gauss-Codacci rela-
tion: The Gauss equation,

B R s=WRr, 1131 P17 — K% Kgs + K%Kp,y, (2.10)

and the Codacci equation, '
DK, — D;K = -WR,,n" 1.7, (2.11)

where K = K%;, and D,, is the covariant differentiation with respect to 7;;.

2If n,, is space-like, then v, = guw — Nunu.
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2.1.2 The Standard ADM formulation

The projections (2.5)-(2.7) can be derived as follows.

The Standard ADM formulation [63, 75]: Box 2.1
The fundamental dynamical variables are (v;j, K;;), the three-metric and extrinsic curvature.
The three-hypersurface ¥ is foliated with gauge functions, (o, 3%), the lapse and shift vector.

e The evolution equations:

Ovij = —2aK;j+ DiB;j+ D;p, (2.12)

8tKZ‘j = « (3)Rij +aKK;j — QOzKikKkj —D;Djo + (Dzﬂk)Kkj + (Djﬂk)Kkl + ﬂkaKij
1

—adyy — wa{Sij + 5vij(pr — trS)}, (2.13)

where K = K%, and (3)Rij and D; denote three-dimensional Ricci curvature, and a
covariant derivative on the three-surface, respectively.

e Constraint equations:

HAPM = OGR4 K? - KijKV — 2kp — 2A =~ 0, (2.14)
M%ADM = DjKji — DZK — HJZ‘ ~ 0, (215)

where ()R =) R?;: these are called the Hamiltonian (or energy) and momentum con-
straint equations, respectively.

The formulation has 12 free first-order dynamical variables (v;;, K;;), with 4 freedom of gauge choice
(o, B;) and with 4 constraint equations, (2.14) and (2.15). The rest freedom expresses 2 modes of
gravitational waves.

What are constraints?
The ADM formulation is a kind of constrained system, like Maxwell equations.

‘ Maxwell egs. ‘ ADM Einstein eq.
constraints div E = 47p Hamiltonian constraint (2.14)
divB =0 Momentum constraints (2.15)
evolution eqs. | OE = rot B — 47j Oij =+ (2.12)
8tB = —rot E 8tKij = (213)

Table 2.1: Maxwell equations and ADM equations.
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Constraint propagations

In order to see the constraints are conserved during the evolution or not, we have to check how the
constraints evolve. The constraint propagation equations, which are the time evolution equations of
the Hamiltonian constraint (2.14) and the momentum constraints (2.15), can be written as [33, 59]

The Constraint Propagations of the Standard ADM: Box 2.2

OH = B(OH) +20KH — 2077 (9;M;)

(O Yimk) (27™ART — ARV M — 441 (9j0) M, (2.16)
oM = —(1/2)a(0H) — (Gia)H + 7 (9;M,)
+aKM; — By (O ) M + (0:86)y™ M. (2.17)

From these equations, we know that if the constraints are satisfied on the initial slice ¥, then
the constraints are satisfied throughout evolution (in principle).

Standard ADM vs Original ADM

We should remark here the ‘original’ ADM formulation. The evolution equations in Box 2.1 is the
version by Smarr and York which is now the standard convention for numerical relativists. They
adapted Kj;; as a fundamental variable instead of the conjugate momentum 7%, which was in the
original Arnowitt-Deser-Misner’s canonical formulation. Note that there is one replacement in (2.13)
using (2.14) in the process of conversion from the original ADM to the standard ADM equations.

More detail description (vacuum case): The Hamiltonian density can be written as
Hor = n94; —L, where L£=+v/—gR=a/7[®R-K?*+ K;;K"],

where 7% is the canonically conjugate momentum to Yij

L g g
T = - - _ ,YKU_K,YU’
o VA )
omitting the boundary terms. The variation of Hgr with respect to a and (; yields the constraints, and the
. . : . 0Hgr ij _  OHgr
dynamical equations are given by *;; = — and 77 = — .
omtd (Sh”
0 0N (ms — (1/2)73;7) + 2D N
Yij = Tij — Yig™ i4V5),
tVig S J J (@£Y5)
ol = —/AN(®RY - (1/2)®Ry7) + (1/2)ﬂhw‘ (T ™™ — (1/2)7%) — 2£(ﬂ'i"7rnj —(1/2)7m)
val val

+VA(D'D’N =49 D™D,,N) + /7Dy (y 2N 7)) — 27™ D, NI
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2.1.3 Matter equations

The energy-momentum tensor, 7}, and its evolution equations are model dependent. Let us see two
introductory cases briefly.

Scalar field
We start from the Lagrangian

=77 |5 — (5070 +V9)) (2.18)

where V(@) is a potential of the scalar field. The parameter € is the signature of the field ¢ and takes
the value +1 (normal field) or —1 (ghost field). From the variation of Lagrangian, we get

88, = 5/\/Tgid4z = ;}ﬁ/d%\/fgdguv [RW — ;gWR} (2.20)
58 = [d'a(~cg) |~gu (5(V6P +V(6)) + 6,0, ] v=gig™.
4 / dae [(\/jgg‘wgb,u)w - \/?g‘;g] 56. (2.21)

Therefore, we naturally set T}, as

G = KTy T —e [qﬁm,y g (;(wﬁ)? + V(¢))] | (2.22)

The field equation ( Klein-Gordon equation) for the scalar field becomes

oV 1 oV
O¢ = -—, thatis —(/—99""¢ )= 5. 2.23
The equation (2.23) can be constructed also in a first-order form. For example, in a plane symmetric
spacetime, ds?> = —a?dt? + 2pdtdr + gpda® + gyydy2 + ¢..dz?, where all metric components are
functions of x and ¢, we introduce the conjugate momentum
gl p
Il = L(—ﬁﬂb + —0:9), (2.24)
o 711

where v = det;;, and write down eq.(2.23) into two first-order partial differential equations:

_ Bye_ >

oo = o~ ¢ WH’ (2.25)
dv 1

Ol = aﬁ@Jr@xﬁ[ﬁH—aﬁ@m]- (2:26)

Consequently, the dynamical variables are ;; and K;; (and ¢ and II, when a scalar field exists).

3Note that from 6g = ¢9°°6gas = —ggapdg®®,

1 a 1 a
oV=g= _5\/jggab5g b= 5\/—799 *6ab.- (2.19)
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Perfect fluid [6]
We assume the perfect fluid stress-energy tensor,

T = (p+ pe + P)uptiy + Py (2.27)

where p, € and p are the proper mass density, the specific internal energy and the pressure, respectively,
and u,, is the 4-velocity of the fluid.

The evolution equation for the fluid is given by the Bianchi identity, T#",, = 0. The projections
n'T,”,, = 0 and h"T),7;, = 0 give respectively,

OApm) + (AprV') = =0V + 8) + av/ipK

JEIMK,
- J g DT B 2.28
Gl pH + D ( )

h(VATi) + 0u(VAIVE) = —ay70ip— Alp+ pr) O

1 kal
2 0 Ju(@:8Y), 2.29
5T Om) =+ VA 0i) (2.20)
where
pr. = PP (2.30)
i u' aJt )

V’L = _ = _ ’L' 231
u  p+pm p (2.31)

These represent the energy conservation and the Euler equation. The continuity equation, (pu*)., =0
(the GR version of 0;p + 0;(pv;) = 0), gives

A (v/yaulp) 4 9y (y/yaul pVt) = 0. (2.32)
The normalization of the 4-velocity, u*u, = —1, also gives us
au’ = Pt (2.33)

Vo pm)? — I

We also need the equation of state,
p=ple, p). (2.34)

e For the perfect fluid, the variables are fluid components (p, e, p), which are related by (2.34) so
that the freedom is 2. We can say the combination (p, pg), instead.

e The momentum J; is also freely speciable. From (p, pg, J;),

Sij = + pij (2.35)

e For the total 5 variables, we have 5 equations (2.28), (2.29), and (2.32).
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2.1.4 Numerical Procedures

In numerical relativity, this free-evolution approach is also the standard. This is because solving the
constraints (non-linear elliptic equations) is numerically expensive, and because free evolution allows
us to monitor the accuracy of numerical evolution.

The normal numerical scheme (free evolution scheme):

1. preparation of the initial data
solve the elliptic constraints for preparing the initial data (v;;, Kj).

2. time evolution

(a) specify the gauge conditions (slicing conditions) for the lapse a and shift ;.
(b)
()

)

(d) extract physical quantities.

evolve (7;;, K;j) by using the evolution equations.

monitor the accuracy of simulations by checking the constraints.

3. step back to 2 and repeat.

References

[1] R. Arnowitt, S. Deser and C.W. Misner, in Gravitation: An Introduction to Current Research, ed.
by L.Witten, (Wiley, New York, 1962).

[2] L. Smarr, J.W. York, Jr., Phys. Rev. D 17, 2529 (1978).

[3] JW. York, Jr., in Sources of Gravitational Radiation, ed. by L.Smarr, (Cambridge, 1979).
[4] S. Frittelli, Phys. Rev. D 55, 5992 (1997).

[5] H. Shinkai and G. Yoneda, Class. Quant. Grav. 19, 1027 (2002).

[6] T. Nakamura, K. Oohara and Y. Kojima, Prog. Theor. Phys. Suppl. 90, 1 (1987).
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2.2 Ashtekar &3\ (Ashtekar formulation)

T ZTlE, Ashtekar 12 & 2 — A FROILRZ AN T 5. EHGOHRERITERR O & IEHF 1L
IR %E Lo T0 3D, 7 — BN REHSD & 13582 LTy, Ashtekar 13, B/ % EH
WKHYT 2 B L, GOMIITHYS T8GR A LV 2ODRARLHICET T2 Lick), 7—YH
i & VIR T B A2 E 7,

BN L ERTIZ DR Box 2.3

o —MHING X, WDKK TRTHEERZEINTE 2 (SEfiHE) &9 3.

o F—UBEHIE, HRARISTE (FE) 2605, LT3,
U(x) — U (x) | RERTRE (KRR — 9 R — e
U(x) — @ W(x) AP (RPFINY — O F2H) — I (E

HY )
2
H 45 0 Jif %m =0 (iv*8, —m)¥ =0
xR — P A AT — > 2
(xh — ) (T — ¢@)p)
Wy Vy=0,+T D, =0, +1iqA,
el R A s A,
(AP0 £ TE 2) (EEBENTE 2, 7 =K
I @Cat g AL g, igAy) - m) T = 0
dr? Wodr dr " ’
5T D I m 7> R, BWGT YV FL,
(LA RE &) (7 =P AERE)

2.2.1 From Einstein to Ashtekar; transformation of Lagragians

Here we try to understand Ashtekar’s new formulation of general relativity [1] as the steps of rewriting
the Lagragian formalism [2, 3]. Note that Ashtekar himself introduced his new variables through a
kind of canonical transformation in the Hamiltonian formalism. 4

Einstein-Hilbert action (metric g,,)
First let us start from the Einstein-Hilbert action

Selg) = [ d'sv=gRlg) ~ 0%+ (09 (2.36)

which can be put into a canonical theory by means of the ADM method. That is, the metric g, is
decomposed as

ds? = gdatde” = —N?dt? + qj(da’ + N'dt)(dz? + N7dt) (2.37)

“This subsection refers much to H. Tkemori’s note in the proceedings of the 1st JGRG workshop at Tokyo (1991).
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Theory action order of 9, | independent variables
Einstein Einstein-Hilbert action ~ Sg | 2nd order | metric (g,.)
Palatini action Sp Ist order | metric (gu,) & Affine connection (F;\W)
Tetrad Palatini action St Ist order | tetrad (e?,) & spin connection (w,‘jb)
’AshtekarOriginal‘ Jacobson-Smolin action TSp | 1st order | tetrad (e?,) & self-dual connection (*wzb)

Table 2.2: Steps to the Ashtekar theory via Lagrangian formalism.

Sp with the Christoffel condition for I' — Sg
St with the Levi-Civita condition for w® — Sp
(torsion free condition)

TS with the Bianchi identity for Ry = Sr

(Ru[yaﬁ] = 0)

Table 2.3: Steps to the Ashtekar theory and their extensions.

where N is the lapse function (the same with ) and N' is the shift vector (3%) °, and g;; is the three
metric. That is,

—N? + NyN* Nj>

L, = ) 2.38
s ( N 4ij (2.38)

The canonical action, then, is given by
Sila.pl = [ d%w 1y p — NCx — NiCa (2.39)

where

Cr = Guup’p™ — /7R (2.40)
Crm' = —2V;p¥ (2.41)

1
where Giju = 5—=(qikj1 + 9k — ¢ijdk)-

2/a

Palatini action (metric g,,, Affine connection I'},)

The Einstein-Hilbert action (2.36) consists of the terms with the second-order derivative or the square
of the first order derivative of metric g,,. Palatini’s idea is to introduce the Affine connection I'y;, (=
I'J,,) to be independent to the metric g,,. The Palatini action

Splg, T = / d*z /=g g" R,(T) ~ g(d0 +TT) (2.42)

which is equivalent to the Einstein-Hilbert action (2.36) , Sp = Sk, when a connection F/’)V satisfies the
definition of the Christoffel symbol, I‘ﬁy = Ff;y(g) ~ 0g. This condition is derived from the variation

with respect to I'},,

ey Splg,T] = 0. (2.43)

The action (2.42) contains up to the first-order derivatives.

5We use N and N instead of a and 3, according to the convensions throughout this section.
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7R3 K (tetrad), 547K (triad), AEV#&# (spin connection) Box 2.4
o FIFERIT LIS 4 RIGERIEIER 2 ER T 5. EREREOIER 7 Fve B L L
T, INZEEOEERTRLALLDOE] 27 7 F 4 L5
guquﬁEgnlJ, nry = diag (—-1,1,1,1)

o [ARRIC, 3XILZEMCRTIICELEEREZEAL R P2 754 7 F ) &

i gij = EZ Y Sup
o JRIFTE SRR DT 2 RO X7 b VIR 5 2oy =

V.V =0,V + V7
LRTLEE, o, BAEVER LTS BAMICE,

w,' = BYN.E) = B" 0By - BBV EY O, B} + B0, B,

Tetrad Palatini action (tetrad e, spin connection wﬁb)
The next step is the introduction of the internal symmetry, that is, to introduce the local Lorentz

transformation as a gauge symmetry. We employ the orthonormal tetrad ej; in stead of the metric

9w, Which acts as a basis of the local Lorentz frame. We also employ the spin connection wfzb(: —wza)

instead of the Affine connection I'jj,, which acts as a gauge field of the local Lorentz albebra so(3,1).
The internal indices a, b, - - - are lowering and raising by the metric n,, = diag(—1,1,1,1). The tetrad
plays a role of a square root of the metric,

G = Nab €5 €5 (2.44)
The Palatini action in the tetrad form is written as
Srle,w] = / dize B B R, (w) (2.45)
where e is the determinant of e, and the EY is the inverse tetrad,
e :=det e}, = \/—g, EF = el g" ny. (2.46)

Now that the internal symmetry is taken into account, the Riemann curvature Raﬁ/w will be replaced
by the curvature Rzl; (w) of the spin connection wzb defined by

RY(w) = 0w’ — ,w® + wi ws — wiw?, (2.47)
that is to say, the curvature 2-form R is defined from the spin connection 1-form w® by

RP(w) := dw® + w® A w® (2.48)
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in the language of the differential forms. The action (2.45), then, can be expressed also as

/ = eaped R (W) Nef A e?. (2.49)

The tetrad Palatini action (2.45) is equivalent to Sp only when the spin connection equals to the
Levi-Civita connection w® = w%(e), that is the torsion free condition,

De? :=de® +w% Ae? =0 (2.50)

which is derived from the variation respect to w?,

—(MabST[e,w] =0. (2.51)

Self-dual action (tetrad ef;, self-dual connection +wzb)
The last step to the Ashtekar’s formulation is the introduction of the self-dual connection +wl‘jb. Note
that the self-duality here is with respect to the internal indices and not with the space-time indices.

Self-duality, anti-self-duality: Box 2.5
Suppose Fy, is an anti-symmetric tensor, then the duality transformation is defined as
* . 1 cd
ab *= 5€ab Feq, (2.52)

making use of the totally anti-symmetric symbol, £2*¢¢. Note that the dual of dual is equal to

the minus of the original,
*(*Fab) = —Lab (253)

when we choose the Lorentzian signature and use the metric 74, for lowering and raising the
internal indices. Thus, the duality transformation (2.52) corresponds to +i operation. If we
suppose the complex combinations

1 .
iFab = i(F‘ab:F2 Fab)7 (254)
then this satisfies the eigen-equations
*(iFab) =+ iFab- (255)

The notion of self-duality means an eigen-state of the duality transform operation and we call
tF, self-dual part of F,, (and ~ Fy;, anti-self-dual part of Fp).

The spin connection 1-form w® which has a pair of anti-symmetric internal indices can be uniquely
decomposed into the self-dual and anti-self-dual part,

w® = T 4~ (2.56)
The substitution of this relation into the definition of the curvature 2-form R results in

Rab(w) — Rab(+wab + —wab) — Rab(+wab) + Rab(—wab) = +Rab + —‘Rab7 (257)
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which means that the R? can also be decomposed additively according to the decomposition with
respect to the self-duality.
The previously mentioned tetrad-Palatini action (2.49)

1
Srle,w] = /5 Eabed RO (w) A e A el = /*Rcd(w) A el A el (2.58)
is decomposed as

/Rab YAt Ae +/ Rap("w) Aet A€
= +ST[7 ]+ ST[7 w]

with regard to the contributions of self-dual and anti-self-dual connections.

Ashtekar’s idea is to consider just a self-dual part of the action. The equivalence to the Einstein-
Hilbert action is still preserved with regard to just a half of duality components.

When the self-dual connection is equal to the self-dual part of the Levi-Civita connection

Fab =+, (e), (2.59)

0
the variation FJFST[ tw] = 0 is satisfied. It reduces the self-dual action equals to the Einstein-
Hilbert action with a factor half, *Sr[e, *w] = 1Sr[e, w(e)] = 25g(g].
The equivalence to the Einstein theory requires additional condition. Since the curvature of self-

dual connection is given by its complex combination

R(Fw) = TRMw) = 3 (Rw) i BO()) (2.60)
the action turns out to be
+ + 1 * . % a b
Stlefw(@] = 5 [ 7 (Raw(©) = i Ra(e) Ae Ae
- 2/ Rap(w(e)) + iRap(w(€))) A e® A e
_ §,S’T[e,w(e)]—|—i§/Rab(w(e))/\ea/\eb: %SE[Q]—l—O, (2.61)

where the last imaginary term is vanished by virtue of the 1st Bianchi identity
R (w(e)) Ael =0 (2.62)

which is the cyclic identity R, = 0 in the tensor form.

This means that the self-dual action would lead to the same equation of motion as the Einstein
equation so far as the tetrad or equivalently the metric is concerned. The anti-self-dual action can
also play the same role with the above discussion.

2.2.2 New Variables

The Ashtekar formalism can be regarded as a canonical theory starting from the self-dual action,
*Srle, tw] = / dze BE B R, (tw). (2.63)

where E¥ is the inverse tetrad, defined as E¥ := E%g"1qp, which makes the inverse space-time metric
as ¢" = n“bEgLE” as we mentioned before. See notations in Table 2.4.
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4-spacetime indices wov, - 0,003 raise and lower indices by g,

SO(1,3) indices ILJLK,--- (1),---,(3) n!’ = diag(—1,1,1,1)
3-spacetime indices 1,7, k- 1,---,3 Yij

SO(3) indices a,bye,--- (1),--+,(3) dab

volume forms €abe €abe™C = 3!

density e €ijk = €, €ijk = e_leijk €123 =1, e — 1
tetrad (inverse tetrad) E}’; (EY)  gw=ELE/n, Ef :=e)g"n1,

spin connection qu w{;’ = EvV,E].

curvature 2-form Fg, Fg, = 0, A, — O,A], — ie“bc.AZAf,

Table 2.4: Notations in §2.2.

Let us consider the 3 + 1 decomposition of the self-dual theory in the tetrad form after the ADM
decomposition. The spatial component of the tetrad, E} acts as an inverse triad since it produces the
inverse 3-metric, ¢ = E}E} We further impose the gauge condition

E?=0 (2.64)

then, the inverse tetrad is expressed as

EY E} 1/N —N¥/N
r=(g )= &) 269

Note that (2.64) allows Ef = (1/N,—N?/N) as a normal vector field to the space like hypersurface
spanned by the condition of t =const. This gauge choice is not a restriction on the general coordinate
transformation but on the local Lorentz transformation.

New variables (densitized inverse triad Efl, self-dual connection +.AZ)
The key feature of Ashtekar’s formulation of general relativity [1] is the introduction of a self-dual
connection as one of the basic dynamical variables.
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Ashtekar variables (New variables) [1]: Box 2.6
The geometry in the Ashtekar formulation is expressed by the pair of new variables, (£, A%).

e self-dual connection (Ashtekar connection)
We define so(3,C) connections

Al 0l T K
A, =w, F S€ IK WL (2.66)
where w{[’ is a spin connection 1-form (Ricci connection), W{[} = EI"V,E;]. Ashtekar’s

plan is to use only the self-dual part of the connection *AZ and to use its spatial part *.4%
as a dynamical variable. Hereafter, we simply denote +Aﬁ as A

e densitized inverse triad E},

E! .= eE!, (2.67)
where e := det £} is a density.
This pair forms a canonical set.
For later convenience, we denote the relation,
2 = det g;j = det B = (det E®)? = (1/6)e™ ¢, EL B} EF, (2.68)

where €5, 1= eabCEfE;’Eg and €5 1= eileijk. 6

In the case of pure gravitational spacetime with cosmological constant A, the Hilbert action takes

the form

TSAE,TA] = / d*z[(0p AN E} + N C + N Cosi + Af Caal, (2.69)

where NV := e !N. The latter terms are understood as Lagrange multipliers (A%, N*, and N) and

their accompanied constraints, Cg ~ 0,Cp; =~ 0 and Cq, =~ 0, which are

Cr = (i/2)e BIE[FS —2A det E (2.70)
Cyvi = FE] (2.71)
Coa = DiE} (2.72)

where FJj, 1= 23[#,4,‘3] — 3%, AZA,‘i is the curvature 2-form, and D¢E~g = 8iEZ — deqp” A?Eg’.

SWhen (4,7, k) = (1,2,3), we have ¢ = e, €ijk =1, €% =71 and E9F =1,
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The Ashtekar formulation [1]: Box 2.7
The dynamical variables are (E¢, A%).

i

Azq = w?a_§€ be 7, :_Kl]EJ _56 be i?c (273)
E! = eE! (2.74)

e The evolution equations for a set of (E%,.A?) are
HE. = —iDj(e®, NEIE}) + 2D;(NVED) + iAbes E (2.75)
Ay = —ie® CNEJFC —|—N]Fa + D; Ag +2ANeé;, (2.76)
where D; X7 := 0; XJ" — ieabcA?Xgi, and Fj := 20 A% — i€y A?A;.

o Constraint equations: (Hamiltonian, momentum and Gauss constraints)

it = (i/2)e"  ELE]FS — 2A det E =~ 0, (2.77)
Cail = FAEI~0, (2.78)
cASH .= DEl ~0. (2.79)

e Gauge variables are the lapse function IV, the shift vector N ¢ and the triad lapse Ag.

The set of (E!, A%) forms a canonical relation,

{Ea(@), Bj(w)} = 0, (2.80)
{A%(2), B} ()} = i6,0%0(x —y), (2.81)
{A%(x), A ()} = 0. (2.82)

The dynamical degrees of freedom are summarized in Table 2.5.

covariant vars. canonical vars. gauge conditions gauge vars.
By (16) | =] B, (9) Eg=0() N'@3) + N
Twib (12) | = A% (9) Ag (3)

Table 2.5: Dynamical degrees of freedom.

2.2.3 Einstein vs. Ashtekar

Let us compare the features of Ashtekar’s formulation of general relativity with the conventional one.
See Table 2.6 for brief summary.

From the viewpoint of classical dynamics
If we apply this formulation to the time evolution of Lorenzian space-time, the bottleneck is the
additional constraint Cg and the reality conditions.
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Einstein theory Ashtekar theory

purely geometrical theory gauge theoretical features
2nd order derivative theory 1st order derivative theory
dynamical eqs are non-polynomial dynamical els are polynomial

dynamical eqs are (weakly) hyperbolic
does contain the inverse of variables | does not contain the inverse of variables
does not admit degenerate metric does admit degenerate metric

constraints are Cy and Cag additional constraint, Cg

additional “reality condition” to recover real geometry

Table 2.6: Einstein vs Ashtekar theories

e Additional gauge variables (A%)
When we consider the space-time evolution as foliations of space-like hypersurfaces, the ADM
formulation says that we have gauge freedoms which are expressed with the lapse function, a or
N, and with the shift vector, 3" or N*. In Ashtekar’s theory, there is additional gauge variable,
A§, which we named “triad lapse” 7. This freedom appears due to the introduction of the
internal indices. We somehow have to spacify Aj in a proper manner. See Fig. 2.2.

ADM evolution Ashtekar evolution
a 11

9ij» Kij A“E%¢é

7 t=ty+ At -

'3 1 1

T OZ, 6 * 057 6 9 AO

I IA‘? E!
9ijs Kij t—=t, | i) a/

Figure 2.2: Concept of time evolution of space-time: foliations of 3-dimensional hypersurface. The
lapse and shift functions are often denoted o or N, and * or N*, respectively.

e Additional “Gauss constraint” (Cg)
In ADM formulation, we have Hamiltonian (scalar) and momentum (vector) constraint equa-
tions. These are the first-class, and we have to solve these 4-equations when we prepare the
initial data for time evolutions.

In Ashtekar’s theory, we have additional Gauss constraint (Cg), which has 3 components. The
set of constraints forms the first-class, therefore we have to solve them when we prepare the
initial data.

e Reality conditions to recover classical GR
We have to consider the reality conditions when we use this formalism to describe the classical
Lorentzian spacetime. The reality conditions are, so far, posed on the metric or the triad.

Fortunately, the metric will remain on its real-valued constraint surface during time evolution
automatically if we prepare initial data which satisfies the reality condition]6].

More practically, we further can require that triad is real-valued. But again this reality condition
appears as a gauge restriction on Ag[9], which can be imposed at every time step.

"Actually, HS asked Ashtekar to name this variable, and he named it after a minute.
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From the fact that the reality of the spacetime is conserved if we solve reality conditions initially,
so we propose to prepare ADM initial data for evolution in Ashtekar’s variables by transforming
variables and introducing internal variables as they satisfy Cg.

evolution

Figure 2.3: Images of constraints, as a solution space in the Einstein manifold. (Left) The ADM
approach has two constraints, Cy and Cpy;, which specify a solution so as it satisfies the Einstein

equations. (Right) The Ashtekar formulation has another constraint, Cg,, and reality condition.

In our actual simulation, we prepare our initial data using the standard ADM approach, so that
we have no difficulties in maintaining these reality conditions.

ADM formulation

connection formulation

Re(metric) Re(triad)
Yo ()
variables Yij 6 E! 18 E! 18 (9)
K 6 Ag 18 Ag 18 (9)
N 1 N 1 N 1(1)
gauge N 3 N 3 N 3 (3)
¢ 6 EC)
Cu 1 Cu 1 Cr 1(1)
constraints Curi 3 Cusi 3 Cuyi 3(3)
Cia 6 Cea 6 (3)
reality condition primary 6 (Xp) | primary 9 (0)
secondary 6 (Xp) | secondary 6 (0)
GW freedom 2x2 2x2 2x2

Table 2.7: Number of components in actual simulations. We here count the numbers of freedom in
components, i.e. one complex number has two components.

2.2.4 Reality conditions

Notice that the metric in Ashtekar’s formulation is not necessary to be real. In order to recover the
real metric, we must impose the reality conditions.

To ensure the metric is real-valued, we need to impose two conditions; the primary is that the
doubly densitized contravariant metric 7% := e24% is real,

S(ELET) =0,

(2.83)



WKL I F—/—F 2011-12: EH 25

and the secondary condition is that the time derivative of 4% is real,
S{8y(ELE)} = 0. (2.84)

Using the equations of motion for E! (2.75), the Gauss constraint (2.79) and the primary reality
condition (2.83), we can replace the secondary condition (2.84) with a different constraint

Wi = R(e™EFEIDLED) ~ 0, (2.85)

which fixes six components of A¢ and E}l Moreover, in order to recover the original lapse function
N := Ne, we demand J(N/e) = 0, i.e. the density e be real and positive. This requires that e* be

positive, i.e.
detE > 0. (2.86)
The secondary condition of (2.86),
[0 (detE)] = 0, (2.87)

is automatically satisfied (see [9]). Therefore, in order to ensure that e is real, we only require (2.86).
Rather stronger reality conditions are sometimes useful in Ashtekar’s formalism for recovering the
real 3-metric and extrinsic curvature. These conditions are

2y = 0 (2.88)
and $(Ei) = 0, (2.89)
and we call them the “primary triad reality condition” and the “secondary triad reality condition”,
respectively. Using the equations of motion of E!, the Gauss constraint (2.79), the metric reality
conditions (2.83), (2.84) and the primary condition (2.88), we see that (2.89) is equivalent to [9]

. 1 - . )
R(AG) = ;(N)E™ + 56—1e§JyEﬂaajE,§ + N'R(AY). (2.90)

From this expression we see that the second triad reality condition restricts the three components
of “triad lapse” vector A§. Therefore (2.90) is not a restriction on the dynamical variables (A¢ and
E}l) but on the slicing, which we should impose on each hypersurface. Thus the second triad reality
condition does not restrict the dynamical variables any further than the second metric condition does.

2.2.5 Trick for passing a degenerate point

Next, we examine the possibilities of passing a degenerate point. A ‘degenerate point’, we use here,
is defined as the point in the spacetime where the density e of 3-space vanishes. In the Ashtekar
formulation, all the equations do not include any inverse of e apparently, so that we expect we can
‘pass’ such a degenerate point.

In order to say ‘pass’ degenerate points, we start from requiring the finiteness of the fundmental
variables (and their derivatives), Efl, A%, N/e, N*, A2, and the condition that the calculation must be
finished in finite coordinate time. Although these are natural conditions for pursuiting the evolutions
of spacetime, we concluded that continuing evolutions including a degenerate point in its foliation of 3-
space is generally break one of above conditions. The difficulties are that the term wibc in A¢ diverges
generally and a requirement of finite coordinate time fails when we pass a degenerate point. This
means generally we face a trouble when we pass a degenerate point directly in Lorentzian spacetime
even if we use Ashtekar’s variables.
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However, since the variables are originally defined as complex numbers, if we are allowed to break
the reality condition locally in the neibour of a degenerate point, which we also assume its degeneracy
exists only on the real section of spacetime, then we can ‘pass’ a degenerate point by such a ‘deformed
slice approach’. Note that, in our proposal, the foliation maintains 3 + 1 dimensions R> x R in C*.

In order to recover a real metric spacetime again later, we have to impose ‘reality recovering
condition’ on the foliation, which requires us to determine shooting parameters in complex part of
gauge variables. We showed this technique actually works, by demonstrating a numerical evolution
for an analytic solution of degenerate point in flat spacetime[8]. We see that the time evolution does
work properly in the sense that the real part of evolution recovers the analytic evolutions and the
imaginary part of metric vanishes asymptotically.
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2.3 BRTDHZET (Higher-dimensional ADM formulation)
2.3.1 Application to N + 1-dimensional space-time

Let us describe how the ADM equations turns to be in higher-dimensional cases. The set of equations
are shown in [1] in the context of constraint propagation equations.

The Standard ADM formulation in N + 1-dim. [1] Box 2.6
The fundamental dynamical variables are (7;;, K;j), the N-metric and extrinsic curvature. The
N-hypersurface ¥ is foliated with gauge functions, (c, 8°), the lapse and shift vector.

e The evolution equations:

Ovij = —2aK+ DB+ Dif;, (2.91)
8tKij = OZ(N)RZ']' + OZKKU - 204K£J-Kl‘g — DiDjOé + ﬁk(DkKij) + (D]ﬂk)sz + (Dzﬂk)Kkj
2c 1

where K = K*;, and o )Rij and D; denote N-dimensional Ricci curvature, and a covariant
derivative on the three-surface, respectively.

e Constraint equations:
Hamiltonian constr. HAPM = (Np 4 K2 — Kinij —2A —2kp =0,

momentum constr. MAPM = DRI — DiK — kJ; 0,

where VR =) Rt

2.3.2 N + l-formalism in Einstein-Gauss-Bonnet gravity

As one of the application to an alternative gravity model, Gauss-Bonnet gravity is extensively studied.
Since dynamical studies have not yet been done, we first set up the ADM-type decomposition of the
equations|2].

Gauss-Bonnet action
Einstein-Gauss-Bonnet action is given by

1
S = /M dVH X /=g [%2 (R —2A + agLaB) + Lmatter (2.93)

Lop =R?* — AR ,WRM + Ryuwpo RMP7

where x? is the (N +1)-dimensional gravitational constant, R, Ruvs Ruvpe and Lyatter are the (N 41)-
dimensional scalar curvature, Ricci tensor, Riemann curvature and the matter Lagrangian, respec-
tively. This action will reproduce the standard (N + 1)-dimensional Einstein gravity, if we set the

coupling constant agp(> 0) equals to zero. 8

8The Greek indices (s, vy+-+) move 1,--- N + 1, while the Latin indices (¢, j,---) move 1,--- N.
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The action gives the gravitational equation

G + acsHuw = K> T (2.94)
where
1
g;w = R,uzz - ig;wR + Ag;wa
1
Huw = 2 |[RRyuw = 2RyuaR% = 2R Ryas + Ry Ruaps| = S Lan,
5L
7;“’ = 72(;;%2361" + gp,l/[*matter-

Projections to Hypersurface Yy (spacelike or timelike)
The projection operator,

Ly = g —enyny, nunt =c¢ (2.95)
where n, is the unit-normal vector to ¥ with n,, is timelike (if ¢ = —1) or spacelike (if ¢ = 1). ¥ is
spacelike (timelike) if n,, is timelike (spacelike).

The induced N-dimensional metric 7;; is defined by ~;; = L;;.
The projections of the gravitational equation:

(Guw +agpHuw)ntn” = K2 Ty ntn” =: k2 pH, (2.96)
(Guv + agHu)nf LY, = K Tyt LY = —k%J, (2.97)
(Guv + M) LW LY = w2 Ty LH 1Y, =t £2S,,, (2.98)

where we defined
Ty = panyny + Jyny + uny + S, T = —pa + St
Introduce the extrinsic curvature Kj;;
1
Kij = —gLnhij = —1%1° Vang, (2.99)

where £, denotes the Lie derivative in the n-direction and V and D; is the covariant differentiation
with respect to g, and ;;, respectively.

e Projection of the (N + 1)-dimensional Riemann tensor onto ¥y

Gauss eq. Rapys 19 J_ﬁj J_’yk J_‘sl = Rjjp — e K Kj; + e Ky Ky, (2.100)
Codacci eq.  Ragys L% L7 17 n® = 2D Ky, (2.101)
Raprs L% 1L nPnd = £,Ki + Ky K, (2.102)

e Curvature relations
Ruvpe = Ruvpo — E(KM,KZ,U K oKyp—nuD,Kyo +1, Do Kpy +n,Dp Ko — 1y Do Ky,
—n,DuKye +1,D, Ko + 16Dy Ky —ngDyK,p)
+nun, K o K, — nungKl,aK% —nynpKua K + n,,naKuaKC;)
+nunp£nKye — e £nkKyp — nunpy £y Ko +nyne £nK,p, (2.103)

R = Ry —|KKu = 2K,a K + 1y, (DoK' — D,K) +n, (DoK', — DK )|
—i—nunl,KagKaﬂ +eln Ky + nunyfyaﬁi’nKQB, (2.104)

R = R—e(K?—-3K.,3K — 27 £, K,p). (2.105)
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N + 1 Einstein-Gauss-Bonnet equations [2] Box 2.7
Substituting (2.103)-(2.105) into (2.95) or (2.5)-(2.7), we find:

(a) dynamical equations for ~;;:

1
M;; — §M7ij —e(—KiaK% + Yii KapK® — £, K + iy £ Kap)

+20qp | Hij + e(M £,Kij = 2M;* £ Koy — 2M" L0 Ko = Wy £ K )| = £ T

%

(b) Hamiltonian constraint equation:

M + agp(M? — AMgyM® + MpegM®?) = —2ex*T,,nFn”

(¢) momentum constraint equation:

Ni + 2agp (MN; = 2M;* Ny + 2M® Nigy = M; * Nope ) = —1* Ty

Mijii = Riju — (K Kj — Ky Kjy,)
My = Mgy = Rij — e(KKij — Kia K%)
M = My =R —e(K? — Kz K%)
Nijk = DiKj, — DjKi
Ni = Y*Naip = DoK;" — DiK
Wi = My — 2Miy " — 295 MM 4 2 Mg 57 4"
Hij = MMy —2(MM% + M®M;qj) + MigpeM;*

1
—2¢ |- K K M;; — S MEiaK" + Kio KGMY; + Kjo KM + KK " Mg

1
+NiNj — N*(Naij + Naji) — §NabiNal}

1
_Z%j [M2 _ 4MabMab + Mabchade]

— Nigp N,

—7ij [Kap KM — 2Mp KK > — 2N, N® + Ny N?]
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3 HEMEXRORENFE
3.1 ED&LSICHHEZ#ERT 5H
Initial Data Construction Problem Box 3.1
Prepare all metric and matter components by solving the two constraints:
e The Hamiltonian constraint equation
GR + (trK)? — K;; K7 = 2rp 4 2A (3.1)
e The momentum constraint equations
Dj(K" —~'itrK) = wkJ' (3.2)
3.1.1 Conformal Approach — York-OMurchadha (1974)
Conformal transformation
The idea by OMurchadha and York [1] is
solution  ~;; = 1/)4'%]- trial metric (3.3)
We introduce the decomposition of Kjj,
N trK = 'yinij trace part
Kij { Ajj = K;j — %%jtrK trace-free part (3.4)
Then, other conformal transformations as consistent with (3.3) are:
o da L R P ]
Yij = Y, Y =Y, (35
AT = 04T A =T A, (3.6
po= ¥, Ji=yT (3.7)
and we suppose R R
trK = trK, trA=trA=0. (3.8)
From (3.5), we get
Pl = I+ 20718 Dy + 6Dt — 454" Do), (3.9)
R = ¢ *R—8Y °Aq. (3.10)

where A = 47*D; Dy, and R = R(%), and also Dj A% = ~10D; AJ.

We further decompose AY to divergence-free (transverse-traceless, TT) part and longitudinal part:

A9 = Alfy 4 W0,

where we suppose -
DAY =0 and trApp = 0.

(3.11)

(3.12)
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and
S B
(AW)9 = D'WJ + DIW'* — ngkW’“. (3.13)
Using these terms, we can write
binj = Aj(iW)ij = (A]W)z,
. A BV . N
= (AW) + gDZ(DjW]) + R WY (3.14)

With above transformation, the two constraints, (3.1) and (3.2), can be expressed as follows.

e The Hamiltonian constraint equation

8AY = Ryp — (Ajj AV~ 4 [%(trK)Q — 20 — 167Gy ™ (3.15)

e The momentum constraint equations

PO A N 2 . N
AW+ ZD'D,WF + RE, Wk = ZySDitr K + 87G.J°? 3.16
3 k 3

Equations to solve

Conformal approach (York-OMurchadha, 1974) Box 3.2
One way to set up the metric and matter components (vi;, Kij;, p, J%) so as to satisfy the con-
straints (3.1) and (3.2) is as follows.

TT

1. Specify metric components 4;;, trk, /Allj , and matter distribution p, J in the conformal

frame.

2. Solve the next equations for (v, W)

. R L 2
8AY = Ryp — (A AV 7 + [g(trK)2 — 2A]y° — 167G > (3.15)
I A N 2 L. ..
AW 4+ SD DWW 4+ R W = Sy D'tk + 8GLJ! (3.16)
where 9
A = Ay + DW + DW= 25 D, (3.17)

3. Apply the inverse conformal transformation and get the metric and matter components
Yij» Kij, p, J% in the physical frame:

~

vii = V%, (3.18)
Kij = M?[AijJr(iW),j}+%¢4fmtrK, (3.19)
po= 7P, (3.20)
Ji — w—l()ji ( )
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Comments

Using the idea of conformal rescaling, we have a way to fix 12 components of (v;;, K;;) that
satisfy 4 constraints.

The Hamiltonian constraint, (3.15), is a non-linear elliptic equation for 1, so that we have to
solve it by an iterative method.

The momentum constraints, (3.16), are PDEs for W and coupled with (3.15). If we assume
tr K = 0, then two constraints are decoupled. Normally people assume tr K = 0 (maximal slicing
condition) or (trK) =const. (constant mean curvature slicing) for this purpose.

For simplicity, people assume the background metric 4;; is conformally flat 4;; = d;;. The
physical appropriateness of conformal flatness is often debatable.

Two freedom of AZT corresponds to the one of gravitational wave. However, there have been
no systematic discussion how to specify them, except applying tensor harmonics in a linearized
situation.

Solving the Hamiltonian constraint — Several tips
Two Methods:

1.

2.

Solve the non-linear equation (3.15) directly.

Solve the linearized equation ¥ = 1y + 1 iteratively.

8AY = E¢p+Foy "+ G+ Hoyp 3+ Ty}
[E — TFyy® + 5Gp5 — 3Hopy* — 21 2] b + [8F by | — 4G + 4Hbg® + 2195 ]

Under an appropriate boundary condition, such as Robin BC ¢ = 1 + const./r, or Dirichlet BC
1/} = 1 + Mtotal/Qr-

Solve the momentum constraints — Several tips
A couple of methods:

1.

2.

Solve the non-linear equations (3.16) directly.

Bowen’s method for conformally flat case [GRG14(1982)1183]
Under the (V!K = 0) condition, (3.16) becomes

1. . )
AW 4+ gvlijj = 8rS".
By introducing a decomposition of W' into vector and gradient terms
i i 1o
Wh=V"—- -V,
4
the equations to solve are:

AVY = 875°, (3.22)
Ab = Y,V (3.23)
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If the source is of finite extent, then the the asymptotic behavior of V* and 6 are given by

[o¢]
; S gins 1
Vv = =2 Qz‘h ]Z'I’le "'njlm, (324)
=0
. 1 > 2(1+1) kit 1
0 — _§ :Q{Ul'"j“l}n-n~ coemg 74_2 I Tl .
s 11991 Il 1pl—1 — (21+1)(21+3) k J1 erl+1
> 20 —1 S 1
e 17 o L L T
+l§:1j S M I, g (3.25)

where n’ = 2'r~! in the Cartesian cordinate, the multipoles Q and M are defined as

Qijl---jl = (2l ; 1)!! /Si(r):v{jlij . :le}dv’,
Mijl"'jl _ (2l ;' 1)” /T2Si(r)${j1$‘j2 . le}dv’

and where brackets denote the completely symmetric trace-free part

gligqiy — i) _ L ki gi)
20+17F

3.1.2 Conformal Approach : N-dimensional case

We generalized the above conformal approach by York and OMurchadha (1974) to N-dimensional
version and also for Gauss-Bonnet gravity. Here, we show only for the N-dimensional equations.
We start from the conformal transformation

solution Yij = PPy, Y = pT2mA trial metric

this gives

R = ™R —2(N - 1)my(D"Daty) + (N = 1)[2 = (N = 2)m]me~2(Dy)?},
Rij = Rij—m#ijb"' DaD) — (N = 2)map ™' D;iDj)
+ (N = 2)m(m + 1) 2Dy Djp — m[(N — 2)m — 19 =2(Dyp)*4,,
Rijr = ¢2m{15uz'jkl +mp 4u[D; Dyt — (m + 1)¢ ™ Djpp Dy
— map 4k [ D Digp — (m + 1)~ Dyp Dy
+ my ™ 4k Di Db — (m + 1)~ Dip D))
—my 4 DiDgtp — (m + 1) Db D] + mPp—2(DY) (Fain — ’%k’?jz)}-

1
Decompose the extrinsic curvature K;; as K;; = A;j + N%jK , and assume

Ay = @Ay, AV =ytimAT and K = ¢7K.
Conformal transformation of the divergence Dinj becomes

DAY = iDL AU ML (N — 2)]AY D jap, (3.26)
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which indicates to set £ = —m(N — 2) = —2 for simplifying the equation. and for the components in
the constraints,

~ 1 1.
KinU = AijAU + NKQ = ’lﬂ_uAijAU + NK2, (327)
DAY = 10D, AY. (3.28)

Decompose A;; into the divergence-free (transverse-traceless, TT) part, AQZT, and the rest (longitudinal

part), such as - - - -
A =AY+ A7, where DA%, =0. (3.29)

. R BRI
The latter part can be expressed using a vector potential, W', as A7 = D'W7 + D’W" — N’y” D Wk,
When matter exists, define also the conformal transformation
p=vp,  J=yi
e Hamiltonian constraint equation, then, becomes

2(N = 1)mDy D) — (N = 1)[2 — (N — 2)m]m(Dy)* "

. N-1 . . )
= Rip — Tstm“THK? + ep 2L L A% 4 2ei? pyp TP — 20 (3.30)

We found that the combination ¢ = 2/(N —2) and p = —1 makes the RHS of (3.30) linear. If we
choose ¢ = —2, which will make the momentum constraint simpler as we see later, (3.30) also
remains as a simple equation.

e We obtain the momentum constraint equation as
DD Wi+ X2 DD 4 Ry
+ e+ (N = 2)m] (f)“Wb + Dhwe — %@abﬁkwk)%iﬁaw
—g?mt %Dwk ) = k2L (3.31)

We found that the choice of £ = —2 cancels the mixing term between 1) and W*. The decoupling
feature between two constraints is available when K =const. and ¢ = 8/(N —2) + 2.
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Conformal approach for solving constraints in (N + 1)-dim. [2] Box 3.3
One way to set up (vi;, Kij, p, J%) so as to satisfy the constraints:

T

1. Specify metric components 7;;, trk, Alj , and matter distribution p, J in the conformal

frame.
2. Solve the next equations for (v, W)
(A) Hamiltonian constraint

AN = 1)

N Ay = Rip— e TV WN=2(K2 _ K, KP) + 2ex?pnp P — 2A(3.32)

(B) momentum constraint

) N-2. . - - : 2 by )
AW, + == DiDyW* + Ry W* + 47 (04 2)(D*W* + DPW* — =4 Dy )40, D,

it [(g s J (DK + DK] — 2y (N-2~t=a (333

3. Apply the inverse conformal transformation and get the metric and matter components
Yij» Kij, p, J% in the physical frame:

Vi Y N2z,
. . 1 o
Kij = ' [AL + (Iw);) +N¢Z IN=D500K,
p = ¥ Pp,
J’i _ 77Z)—qji
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32 EDLSIT—IZEREITDIH

The standard 3+ 1 formulation allows us to choose gauge conditions (slicing conditions) for every time
step. The fundamental guidelines for fixing the lapse function « and the shift vector G;:

e to avoid the foliation hitting the physical and coordinate singularity in its evolution.
e to make system suitable for physical situation.

e to make the evolution system as simple as possible.

e to enable the gravitational wave extraction easy.

I list several essential slicing conditions below. The notations hereafter follows those of §2.1 (ADM
formulation).

3.2.1 Lapse conditions

geodesic slice a=1 GOOD  simple, easy to understand
BAD no singularity avoidance
harmonic slice  V,V?®® = 0 GOOD  simplify eqs., [2]-[7]
GOOD  easy to compare analytical investigations
BAD no singularity avoidance or coordinate
pathologies
maximal slice K =0 GOOD  singularity avoidance [1],[8]-
BAD have to solve an elliptic eq. [15]
maximal slice K = —c*K G&B same with maximal slice, [12]
(K-driver) GOOD  easy to maintain K =0
constant mean K = const. G&B same with maximal slice, [16]-[18]
curvature GOOD  suitable for cosmological situation
polar slicing K{+ K G5 =0, or | GOOD  singularity avoidance in isotropic coord. | [19]-[21]
K=K, BAD trouble in Schwarzschild coord.
algebraic an~ /7, GOOD  easy to implement
a~1+logy BAD not avoiding singularity

Maximal slicing

This is always the first one to be mentioned as a singularity avoiding gauge condition. The name of
‘maximal’ comes from the fact that the deviation of the 3-volume V = [ \ﬁd?’a: along to the normal
line becomes maximal when we set K = 0. This is simply written as

K=0 on (). (3.34)

Pioneering idea can be seen in Lichnerowicz [8], and it was extended by York [1]. This condition
is supposed to be applied in simulations that a singularity will appear during evolutions such as
gravitational collapses. The actual equation for determining the lapse function o can be obtained
from O; K = 8t(Kij'yij ) = 0. By substituting the evolution equations, we get

D'Dijo = { ®R+ K? + 47G(S — 3pn) — 3A}a, (3.35)
or by using the Hamiltonian constraint further,

D'Dija = {K;; K" + 47G(S + py) — A}a. (3.36)
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This is an elliptic equation. When the curvature is strong (i.e. close to the appearance of a singularity),
the RHS of equation become larger, hence the lapse becomes smaller. Therefore the foliation near the
singularity evolves slowly.

For Schwarzschild black-hole space-time, Estabrook et al. [10] showed that the maximal slicing
condition allows the 3-surface to reach into r = 1.5M in the limit ¢ — oo, that is inside of the
event horizon, » = 2M. However, it is also reported that the difference of a-evolution causes the
grid-stretching problem.

3.2.2 Shift conditions

geodesic slice B =0 GOOD  simple, easy to understand
BAD too simple
minimal distortion minX¥Y;; | GOOD  geometrical meaning 1]

BAD elliptic eqgs., hard to solve

minimal strain min©70;; | G&B same with minimal distortion 1]

Minimal distortion condition, minimal strain condition
Any singularity avoiding slice conditions causes the grid stretching problem. Smarr and York [1]
proposed the condition which minimize the distortion in a global sense.

Let us define the expansion tensor ©,, and the distortion tensor ¥;;. Let the normal direction
to the surface n#, and the coordinate-constant congruence t, = an, + (3,. By projecting t* onto the
hypersurface using the projection operator L = i + n%ny,

1
G)MV = J—v(ut,u) = —ak,, + §D(Mﬂy) (3.37)

We then extract this traceless part and define,

1 1 1 1
Yij = O — g@%’j = 2« (Kij - 3%']'K> + 3 (D(Zﬂj) — 3Dkﬁk> . (3.38)

The minimal distortion condition is to choose 3 which minimize the action
1 y
5S19] = 8{ 5 / 5, SV dPe) = 0. (3.39)

This condition can be written as D7 >i; =0, or

. . 2 . , 1
DJDjﬁi + DJDiﬂj - gDZD]ﬂJ = DJ [20( (KZ] - 3tT‘K’y7;j):| y (340)
1 . . . 1
or AG; + gDz(D]ﬁ]) + Rﬁﬁ] = D’ [20& (KU - 3tT’K’YZ‘j):| , (341)

where A = D'D;.

Similarly, we can define the minimal strain condition by minimizing ©% O;;.

The both requires non-linear elliptic equations and hard to solve. Several group solves “pseudo”-
minimal distortion condition by replacing the covariant derivatives to the partial derivatives [22]. This
simplification also works for inspiral binary neutron star evolution.
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3.3 Ashtekar X & AW =EEE
3.3.1 History

Ashtekar’s formulation of general relativity[11] has many attractive features comparing to the con-
ventional ADM formulation. Therefore, an application to numerical simulations was suggested [2]
soon after Ashtekar completed his formulation, but had not yet been completed more than a decade.
Historically, an application to numerical relativity of the connection formulation was also suggested
[3, 4] using Capovilla-Dell-Jacobson’s version of the connection variables [5], which produce an direct
relation to Newman-Penrose’s Us.

The first full numerical application was reported by Shinkai and Yoneda [58, 71]. They developed
a plane symmetric evolution code, and showed comparisons of numerical stability due to the different
hyperbolicity in the context of formulation problem (§4, in this lecture note). They also showed that
their new formulation called A-system, which makes the evolution system asymptotically constrained,
works as desired.

In this subsection, we only look at how they realized numerical experiments from the viewpoint of
methodology.

3.3.2 Numerical treatments by Shinkai-Yoneda

Shinkai and Yoneda coded up the program so as to compare the evolutions of spacetime with three
different sets of dynamical equations (Ashtekar’s original, and two modified sets) but with the common
conditions: the same initial data, the same boundary conditions, the same slicing condition and the
same evolution scheme.

They considered the plane symmetric vacuum spacetime without cosmological constant. This
spacetime has the true freedom of gravitational waves of two polarized (+ and x) modes. They
applied the periodic boundary conditions to remove any difficulties caused by numerical treatment of
the boundary conditions. The initial data are given by solving constraint equations in ADM variables,
using the standard conformal approach by York and O’Murchadha (Box 3.2 in this lecture note).

When we use Ashtekar’s variables for evolution, we transform the ADM initial data in terms of
Ashtekar’s variables. The results are analyzed by monitoring the violation of the constraint equations
which are expressed using the same (or transformed if necessary) variables.

Reformulation of the Ashtekar evolution equations

They constructed three variations of Ashtekar’s evolution system (see Table 3.1 for summary).

(a) The original set of dynamical equations (2.75) and (2.76) [the original equations| already forms
a weakly hyperbolic system [12]. So that we regard the mathematical structure of the original
equations as one step advanced from the standard ADM.

system H variables ‘ Egs of motion ‘ remark

I Ashtekar (weakly hyp.) E' A2 | (2.75), (2.76) (original) “original” egs.

with Kk = 1) (3.45) required

(
IT  Ashtekar (strongly hyp.) E! A% 3.42), (3.43
( with Kk = 1) (3.44) required

~| ||

adj Ashtekar (adjusted) EL A%) 3.42), (3.43) (with k # 1)

(

( (3.42), (3.43)
IIT  Ashtekar (symmetric hyp.) (EL, A%) (3.42), (3.43)

( (3.42), (3.43)

(

A Ashtekar-A-system E;, A,

A iy Aa) controls Cg, Casi, Caa

Table 3.1: List of Ashtekar evolution systems that applied in [58].
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(b) Further, we can construct higher levels of hyperbolic systems by restricting the gauge condition
and/or by adding constraint terms, Cj°H, CASH and CéSH to the original equations.

— by requiring additional gauge conditions or adding constraints to the dynamical equations,
we can obtain a strongly hyperbolic system [12],

— by requiring additional gauge conditions and adding constraints to the dynamical equations,
we can obtain a symmetric hyperbolic system [70, 12].

(c) Based on the above symmetric hyperbolic system, we can construct an Ashtekar version of the \-
system [20] which is robust against perturbative errors for both constraints and reality conditions
[57].

In order to obtain a symmetric hyperbolic system, we add constraint terms to the right-hand-side of
(2.75) and (2.76). The adjusted dynamical equations,

HEL = —iDj(e?y NEJEL) + 2D;(NVEY) 4 iAben EL + ry PPy CESHY, (3.42)
where Py, = N6, + i]yeabCEé,
QAL = —ie NE]FS + NIFS + DiAG + rkoQeCi™™ + ks R Cap Y, (3.43)
where Q¢ = e >NE?, R = ie 2 Ne*, EVEJ
form a symmetric hyperbolicity if we further require k1 = k3 = k3 = 1 and the gauge conditions,
Al = AN, ;N = 0. (3.44)

We remark that the adjusted coefficients, Py, Q%, R;7¢, for constructing the symmetric hyperbolic
system are uniquely determined, and there are no other addltlonal terms (say, no CASH C]‘(}SH for atE;,
no CASH for 0,.A¢) [12]. The gauge conditions, (3.44), are consequences of the consistency with (triad)
reahty conditions.
We can also construct a strongly (or diagonalizable) hyperbolic system by restricting to a gauge
Nt £ 0,£N /AU (where 7% is the three-metric and we do not sum indices here) for the original
equations (2.75), (2.76). Or we can also construct from the adjusted equations, (3.42) and (3.43),
together with the gauge condition
Al = AIN". (3.45)

As for the strongly hyperbolic system, we hereafter take the latter expression.

metric and the initial data construction
We consider the plane symmetric metric,

ds® = (—N2 + ]\TJ;J\fgﬁ)dt2 + 2N dxdt 4+ Yppda® + 'yyydy2 + v..d2? + 27y dydz (3.46)

where the components are the function of N(z,t), Ny(x,t), Vaz(x,t), Yyy(z, 1), v2z(2, 1), Yz (2, t). N
and N are called the lapse function and the shift vector.

We prepare our initial data by solving the ADM constraint equations, (2.14) and (?7), using the
conformal approach (Box 3.2). Since we consider only the vacuum spacetime, the input quantities are
the initial guess of the 3-metric 4;;, the trace part of the extrinsic curvature trK, and the transverse
traceless part of the extrinsic curvature Arp. For simplicity, we impose Arr = 0 and trK = Ky
(constant). The Hamiltonian constraint, then, becomes an equation for the conformal factor, v:

8AY =

- 2
TOVAD) = R S () (3.47)
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where 4 = det4;;. The momentum constraint is automatically satisfied by assumption. The initial
dynamical quantities v;;, K;; are given by the conformal transformation,

. 1 4.
vii =%, K= 51#4%;‘-’(0. (3.48)

We solve (3.47) under the periodic boundary conditions using the incomplete Cholesky conjugate
gradient (ICCG) method.

We can set two different modes of gravitational waves. One is the +-mode waves, which is given
by setting a conformal guess metric as (in a matrix form)

1 0 0
Yi; = | sym. 1+ aexp(—b(z — c)?) 0 (3.49)
sym. sym. 1 — aexp(—b(x — c)?)

where a, b, c are parameters. The other is the x-mode waves, given by

1 0 0
Fij= | sym. 1  aexp(—b(z —c)?) (3.50)
sSym. — Sym. 1

where a, b, c are parameters again. Both cases, we expect non-linear behavior when wave’s curvature
becomes quite large compared to the background. In the collision of a +-mode wave and a x-mode
wave, we also expect to see the mode-mixing phenomena which is known as gravitational Faraday
effect. These effects are confirmed in our numerical simulations.

Transformation of variables: From ADM to Ashtekar
We need to transform the dynamical variables on the initial data when we evolve them in the connection
variables. We list the procedure to obtain (E%,.A%) from (v,;, K;;). This procedure is used also when
we evaluate the constraints, C?ISH, C]‘\}SIH, CéaSH for the data evolved using ADM variables.

From the three-metric v;; to EL:

1. Define the triad Ef corresponding to the three-metric v;;. We take

E% E; E; VYaz 0 0
E}=| E} E; E?|= 0 ex e |. (3.51)
E;Z’ E;’ Eg’ 0 €32 €33

and set simply es3 = e3zo. The relation between the metric and the triad becomes

€35 + €33 = Vyy» €35 + €33 = Yz, (e22 + e33)ea3 = Yy (3.52)

For the case of +-mode waves, we define naturally, e2s = |/7yy, €33 = /Y22, €23 = 0. For x-mode
waves, we also take a natural set of definitions, ez = es3 = [(vyy + (75, — 752)1/2)/2]1/2 and
€93 = ’}/yz/2622 which are given by solving 6%2 + 6%3 = Yyy and 2ez0e23 = Vy..

2. obtain the inverse triad E! from triad EZ.
3. calculate the density, e, as e = det E}'.

4. obtain the densitized triad, E! = eE!.
From three-metric (75, K;;) to Af:

1. prepare the triad E¢ and its inverse E°.
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2. calculate the connection 1-form w = BV, E},. This is expressed only using partial derivatives

asg

= B0y Ef — EuE" B0y E + E/°0,E}. (3.53)

Ja
3. A = —K;;EI% — Lev wbe.

Transformation of variables: From Ashtekar to ADM .

In contrast to the previous transformation, we also need to obtain (v;j, K;;) from (B!, A?) when

we evaluate the metric output or ADM constraints when we evolve the spacetime using connection

variables. This process is only required at an evaluation times, not required at every time step (unless

we use the gauge condition which is primarily defined using ADM quantities).
From densitized inverse triad E! to three-metric 7;;:

1. calculate the density e as e = (det E)/2,
2. get the three inverse metric as v = E' EJ /2.
3. obtain ;;.
From (EZ, A?) to the extrinsic curvature K;:
1. prepare the un-densitized inverse triad, E = Ef; /e.
2. prepare triad Ef.
3. calculate the connection 1-form e bcwbc
4. calculate Z¢, which is defined as 10 Z¢ := — A% + 2 6 pe?(= K; ;E7%), and get K;j = Z8Ejq.

Gauge conditions
Their choice of the slicing (gauge) condition was the simplest one.

(1) the simplest geodesic slicing condition for the lapse function,

(2) the simplest zero shift vector N* = 0, and

(3) the natural choice of triad lapse function A% = A¢N'[= 0 if N* = 0, which is suggested from
(3.44) or (3.45)].

However, in the Ashtekar formalism, the densitized lapse function NV is the fundamental gauge quantity

(rather than N). Therefore we try two conditions for the lapse,

(la) the standard geodesic slicing condition N = 1, which will be transformed to N = 1/e when we

apply this condition in Ashtekar’s evolution system, and

9This is from the definitions, w?® := BV, ES and w* Ej“wé-’c, and a relation

clab] cba abc

3w[abc] o 2w[bc]a _ wa[bc] + wb[ca] +w o wabc +w —w

Using the densitized triad, eq. (3.53) can be also expressed as

C 2 7 rC 1 I [C T2a - 1 r- - 7 ra .
whe = e—QEJb(E)[i ©) + ejEJ”Ei EL(0;EF) + @EiQE’“”Eg(ajEk), taking [bc].

i 7]

19This is from the original definition of A%, A? := w?® — (i/2)e%pe w.
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(1b) the densitized geodesic slicing condition N = 1, which will be transformed to N = e when we

evolve the system using ADM equations.

In practice, such a transformation using the density e will not guarantee that the Courant condition
holds if we fix the time evolution step At ''. Therefore we need to rescale the transformed lapse [ N

in (la), N in (1b)] so that it has a maximum value of unity, in order to keep our evolution system
stable.

If we apply the standard geodesic slice, then we can compare the weakly hyperbolic system with
the symmetric hyperbolic one. Similarly if we apply the densitized geodesic slice, then we can compare
the (original) weakly hyperbolic system with the strongly hyperbolic one.
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4.1 Overview

Up to a couple of years ago, the “standard ADM” decomposition (§2.1) of the Einstein equation was
taken as the standard formulation for numerical relativists. However, numerical simulations were often
interrupted by unexplained blow-ups. This was thought due to the lack of resolution, or inappropriate
gauge choice, or the particular numerical scheme which was applied. However, after the accumulation
of much experience, people have noticed the importance of the formulation of the evolution equations,
since there are apparent differences in numerical stability although the equations are mathematically
equivalent Figures 4.2 are chronological maps of the research. See Column 1 for the meaning of
“stability”.
At this moment, there are three major ways to obtain longer time evolutions:

(1) modifications of the standard Arnowitt-Deser-Misner equations initiated by the Kyoto group,
(2) rewriting of the evolution equations in hyperbolic form, and

(3) construction of an “asymptotically constrained” system. Of course, the ideas, procedures, and
problems are mingled with each other. The purpose of this section is to review all three ap-
proaches and to introduce our idea to view them in a unified way.

The third idea has been generalized by us as an asymptotically constrained system. The main pro-
cedure is to adjust the evolution equations using the constraint equations [71, 72, 59]. The method
is also applied to explain why the above approach (1) works, and also to propose alternative systems
based on the ADM [72, 59] and BSSN [73] equations.

)

Constrained / Surface
(satisfies /Einstein's constraints)

Figure 4.1: Origin of the problem for numerical relativists: Numerical evolutions depart from the
constraint surface.
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Column 1
The word stability is used quite different ways in the community.

e We mean by numerical stability a numerical simulation which continues without any blow-
ups and in which data remains on the constrained surface.

e Mathematical stability is defined in terms of the well-posedness in the theory of partial
differential equations, such that the norm of the variables is bounded by the initial data.
See eq. (4.14) and around.

e For numerical treatments, there is also another notion of stability, the stability of finite
differencing schemes. This means that numerical errors (truncation, round-off, etc) are
not growing by evolution, and the evaluation is obtained by von Neumann’s analysis.
Lax’s equivalence theorem says that if a numerical scheme is consistent (converging to
the original equations in its continuum limit) and stable (no error growing), then the
simulation represents the right (converging) solution. See [24] for the Einstein equations.

4.2 The standard way and the three other roads
4.2.1 Strategy 0: The ADM formulation

As we see in §2.1, we know that if the constraints are satisfied on the initial slice 32, then the constraints
are satisfied throughout evolution. The normal numerical scheme is to solve the elliptic constraints for
preparing the initial data, and to apply the free evolution (solving only the evolution equations). The
constraints are used to monitor the accuracy of simulations.

The origin of the problem was that the above statement in [talics is true in principle, but is not
always true in numerical applications. A long history of trial and error began in the early 90s. Shinkai
and Yoneda showed that the standard ADM equations has a constraint violating mode in its constraint
propagation equations even for a single black-hole (Schwarzschild) spacetime [59].

4.2.2 Strategy 1: Modified ADM formulation by Nakamura et al

Up to now, the most widely used formulation for large scale numerical simulations is a modified ADM
system, which is now often cited as the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formulation.
This reformulation was first introduced by Nakamura et al. [49, 48, 55]. The usefulness of this
reformulation was re-introduced by Baumgarte and Shapiro [13], then was confirmed by other groups
to show a long-term stable numerical evolution [3, 4].

Basic variables and equations The widely used notation[13] introduces the variables (¢, ¥;;,K ,flij,f‘i)
instead of (v;;,K;;), where

® = (1/12) log(det’y,-j), 'S/ij = 674(’0’}/7;]', K= ’Yinijy (41)
Aij = e Y (Kij — (1/3)7;K),  T'=T%5" (4.2)

The new variable I was introduced in order to calculate Ricci curvature more accurately. In BSSN
formulation, Ricci curvature is not calculated as Rf}-D M — akrfj — 8iF,’§j + Téjffk — Féjrfi, but as

RZ-E;-SSN = R‘fj + Rij, where the first term includes the conformal factor ¢ while the second term does



WKL I F—/—F 2011-12: EH

46

80s 90s 2000s
87 95 99
Nakamura-Oohara | | Shibata-Nakamura || Baumgarte-Shapiro ¢ o
“\ \
62 e S~ \
———" g-code _(NCSA BSSN-code (C AEI )\

de g

92
Bona-Masso |

86

97
Alcubierrel
9

& .
PennState
s

95-97

ChoquetBruhat-York

Anderson-York

-
®Cornell-Illinois

96

adjusted-system

o (Wash )

01

.

N

Kidder-Scheel

-Teukolsky

Frittelli-Reula

/

\99

Lambda-system

( Caltech |

97

Iriondo-Leguizamon-Reula |

99

Pt

3 | Yoneda-Shinkai |

a>

2001 2005
so-called BSSN ?
62 §7,95,99 ] sk
[2om ] 1

II @ PennState

@ / BSSN is “well-posed” ?
‘hyperbolic formulation‘ e . Nag'y ortiz (Sarbach / Gundlach ...)
% Kidder-Scheel »| -Reula @

-Teukolsky

92| Bona-Masso

92| harmonic [ ———_ __

-
S ———— ]

:04 [ 24 |(Bona et.al.)

Z4-1ambda |%°
(Gundlach-Calab

99 ~ ==
lambda system |®-=®Shinkai-Yoneda

constraint damping

asymptotically constrained /

/

rese)

CWcht-Shirkal>

! |adjusted-system| |adjusted BSSNl(Yoneda-Sh'i.nka'i.)

87

{@lD> . Genshimed
L A,
—\‘J’Z adjusted ADM (Sh'i.nka'i.-Yoneda)O--o

Figure 4.2: Chronological table of formulations and their numerical tests (~ 2001) and (2001 ~).
Boxed ones are proposals of formulations, and circled ones are related numerical experiments. Please
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not. These are approximately equivalent, but RSSS N does have wave operator apparently in the flat
background limit, so that we can expect more natural wave propagation behavior.

Additionally, the BSSN requires us to impose the conformal factor as J(:= det¥;;) = 1, during
evolution. This is a kind of definition, but can also be treated as a constraint.

The BSSN formulation [49, 48, 55, 13]: o Box 4.1
The fundamental dynamical variables are (i, 7;;,K,4;;,1'%).
The three-hypersurface ¥ is foliated with gauge functions, (o, %), the lapse and shift vector.

e The evolution equations:

e = —(1/6)aK +(1/6)8'(9ip) + (9:6"),
0P%; = =20 + 3w (9;6%) + 31(0:6%) — (2/3)7i (OkB*) + B (OhHij),  (4.4)
OPK = —D'Dia+ad;;A7 + (1/3)aK? + §1(9;K), (4.5)
8153121” = —6_4@(DiDjO£)TF + 6_4@01(R5'SSN)TF + OZK/LJ' — QQAikAkj
+(0:8") Arj + (9;8%) A — (2/3)(0k8") Aij + 8* (0 i), (4.6)
OPT! = —2(0;0) A7 + 2a(T AF — (2/3)77(0;K) + 647 (0;¢))
—0;(B*(0k77) — 7 (OkB") — 7 (OB + (2/3)77 (0 BY)). (4.7)

e Constraint equations:

HBSSN  — RBSSN 4 g2 _ R K, (4.8)
MBSSN  _ p\fADM (4.9)
G\ = T30 (4.10)
A = AyFY, (4.11)
S = A-1. (4.12)

(4.8) and (4.9) are the Hamiltonian and momentum constraints (the “kinematic” constraints), while
the latter three are “algebraic” constraints due to the requirements of BSSN formulation.

Remarks, pros and cons Why is the BSSN better than the standard ADM? Together with nu-
merical comparisons with the standard ADM case[4], this question has been studied by many groups
using different approaches.

e Using numerical test evolutions, Alcubierre et al. [3] found that the essential improvement is in
the process of replacing terms by the momentum constraints. They also pointed out that the
eigenvalues of the BSSN ewvolution equations have fewer “zero eigenvalues” than those of ADM,
and they conjectured that the instability might be caused by these “zero eigenvalues.”

e Miller[46] reported that the BSSN had a wider range of parameters that gave stable evolutions
in the von Neumann’s stability analysis.

e An effort was made to understand the advantage of the BSSN from the point of hyperbolization of
the equations in the linearized limit [3, 52] or with a particular combination of slicing conditions
plus auxiliary variables[40]. If we define the 2nd-order symmetric hyperbolic form, then the
principal part of the BSSN can be one of them[38].
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As we discussed in Ref. [73], the stability of the BSSN formulation is due not only to the intro-
ductions of new variables but also to the replacement of terms in the evolution equations by using
constraints. Further, we can show several additional adjustments to the BSSN equations, which give
us more stable numerical simulations. We will devote Section 4.3 to this fundamental idea.

The current binary black-hole simulations apply the BSSN formulations with several implementa-
tions. For example,

tip-1 Alcubierre et al. [4] reported that the trace-out A;; technique at every time-step helped the
stability.

tip-2 Campanelli et al. [23] reported that in their codes I was replaced by —8fyij where it was not
differentiated.

tip-3 Baker et al. [12] modified the [-equation, Eq. (4.7), as suggested by Yo et al. [69].

These technical tips are again explained by using the constraint propagation analysis as we will do in
Section 4.3.3.

These studies provide evidence regarding the advantage of the BSSN while it is also shown an
example of an ill-posed solution in the BSSN (as well in the ADM) by Frittelli and Gomez [34].
Recently, the popular combination, BSSN with Bona-Masso type slicing condition, was investigated.
Garfinkle et al. [36] speculated that the reason for gauge shocks being missing in the current 3-
dimensional black-hole simulations is simply the lack of resolution.

4.2.3 Strategy 2: Hyperbolic reformulations

Definitions, properties, mathematical backgrounds The second effort to re-formulate the Ein-
stein equations is to make the evolution equations reveal a first-order hyperbolic form explicitly. This
is motivated by the expectation that the symmetric hyperbolic system has well-posed properties in
its Cauchy treatment in many systems and also that the boundary treatment can be improved if we
know the characteristic speed of the system.

Hyperbolic formulations Box 4.2
We say that the system is a first-order (quasi-linear) partial differential equation system, if a
certain set of (complex-valued) variables uy (o =1,---,n) forms

8tua = Mlﬁa(u) aluﬁ +Na(’lL), (413)

where M (the characteristic matrix) and N are functions of « but do not include any derivatives
of u. Further we say the system is

e a weakly hyperbolic system, if all the eigenvalues of the characteristic matrix are real.

e a strongly hyperbolic system (or a diagonalizable / symmetrizable hyperbolic system), if
the characteristic matrix is diagonalizable (has a complete set of eigenvectors) and has all
real eigenvalues.

e a symmetric hyperbolic system, if the characteristic matrix is a Hermitian matrix.

Writing the system in a hyperbolic form is a quite useful step in proving that the system is well-
posed. The mathematical well-posedness of the system means (1°) local existence (of at least one
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solution u), (2°) uniqueness (i.e., at most solutions), and (3°) stability (or continuous dependence of
solutions {u} on the Cauchy data) of the solutions. The resultant statement expresses the existence
of the energy inequality on its norm,

[lu(?)|] < e*T|u(t =0)||, where 0 < 7 <t, «a = const. (4.14)

This indicates that the norm of u(t) is bounded by a certain function and the initial norm. Remark that
this mathematical boundness does not mean that the norm wu(t) decreases along the time evolution.
The inclusion relation of the hyperbolicities is,

symmetric hyperbolic C strongly hyperbolic C weakly hyperbolic. (4.15)

The Cauchy problem under weak hyperbolicity is not, in general, C*° well-posed. At the strongly
hyperbolic level, we can prove the finiteness of the energy norm if the characteristic matrix is indepen-
dent of u (cf [65]), that is one step definitely advanced over a weakly hyperbolic form. Similarly, the
well-posedness of the symmetric hyperbolic is guaranteed if the characteristic matrix is independent
of u, while if it depends on u we have only limited proofs for the well-posedness.

From the point of numerical applications, to hyperbolize the evolution equations is quite attractive,
not only for its mathematically well-posed features. The expected additional advantages are the
following.

(a) It is well known that a certain flux conservative hyperbolic system is taken as an essential formu-
lation in the computational Newtonian hydrodynamics when we control shock wave formations
due to matter.

(b) The characteristic speed (eigenvalues of the principal matrix) is supposed to be the propagation
speed of the information in that system. Therefore it is naturally imagined that these magnitudes
are equivalent to the physical information speed of the model to be simulated.

(c) The existence of the characteristic speed of the system is expected to give us an improved
treatment of the numerical boundary, and/or to give us a new well-defined Cauchy problem
within a finite region (the so-called initial boundary value problem, IBVP).

These statements sound reasonable, but have not yet been generally confirmed in actual numerical
simulations. But we are safe in saying that the formulations are not yet well developed to test these
issues.

Hyperbolic formulations of the Einstein equations Most physical systems can be expressed
as symmetric hyperbolic systems. In order to prove that the Einstein’s theory is a well-posed system,
to hyperbolize the Einstein equations is a long-standing research area in mathematical relativity.

The standard ADM system does not form a first order hyperbolic system. This can be seen
immediately from the fact that the ADM evolution equation (2.13) has Ricci curvature in RHS. So
far, several first order hyperbolic systems of the Einstein equation have been proposed. In constructing
hyperbolic systems, the essential procedures are (1°) to introduce new variables, normally the spatially
derivatived metric, (2°) to adjust equations using constraints. Occasionally, (3°) to restrict the gauge
conditions, and/or (4°) to rescale some variables. Due to process (1°), the number of fundamental
dynamical variables is always larger than that of ADM.

Due to the limitation of space, we can only list several hyperbolic systems of the Einstein equations.

e The Bona-Massé formulation [17, 18]
e The Einstein-Ricci system [25, 1] / Einstein-Bianchi system [8]
e The Einstein-Christoffel system [9]
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e The Ashtekar formulation [11, 70]

e The Frittelli-Reula formulation [35, 65]

e The Conformal Field equations [30]

e The Bardeen-Buchman system [15]

e The Kidder-Scheel-Teukolsky (KST) formulation [42]
e The Alekseenko-Arnold system [7]

e The general-covariant Z4 system [16]

e The Nagy-Ortiz-Reula (NOR) formulation [47]

e The Weyl system [31, 29]

Note that there are no apparent differences between the word ‘formulation’ and ‘system’ here.

Remarks When we discuss hyperbolic systems in the context of numerical stability, the following
questions should be considered:

Q From the point of the set of evolution equations, does hyperbolization actually contribute
to numerical accuracy and stability? Under what conditions/situations will the advantages
of hyperbolic formulation be observed?

Unfortunately, we do not have conclusive answers to these questions, but many experiences are being
accumulated. Several earlier numerical comparisons reported the stability of hyperbolic formulations
[18, 19, 53, 54]. But we have to remember that this statement went against the standard ADM
formulation, which has a constraint-violating mode for Schwarzschild spacetime as has been shown
recently[59].

These partial numerical successes encouraged the community to formulate various hyperbolic sys-
tems. Recently, Calabrese et al [22] reported there is a certain differences in the long-term convergence
features between weakly and strongly hyperbolic systems on the Minkowskii background space-time.
However, several numerical experiments also indicate that this direction is not a complete success.

Objections from numerical experiments

e Above earlier numerical successes were also terminated with blow-ups.

e If the gauge functions are evolved according to the hyperbolic equations, then their finite
propagation speeds may cause pathological shock formations in simulations [2, 5].

e There are no drastic differences in the evolution properties between hyperbolic systems
(weakly, strongly and symmetric hyperbolicity) by systematic numerical studies by Hern
[39] based on Frittelli-Reula formulation [35], and by the authors [58] based on Ashtekar’s
formulation [11, 70].

e Proposed symmetric hyperbolic systems were not always the best ones for numerical evo-
lution. People are normally still required to reformulate them for suitable evolution. Such
efforts are seen in the applications of the Einstein-Ricci system [54], the Einstein-Christoffel
system [15], and so on.

Of course, these statements only casted on a particular formulation, and therefore we have to be
careful not to over-emphasize the results. In order to figure out the reasons for the above objections,
it is worth stating the following cautions:

Remarks on hyperbolic formulations
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(a) Rigorous mathematical proofs of well-posedness of PDE are mostly for simple symmetric or
strongly hyperbolic systems. If the matrix components or coefficients depend on dynamical
variables (as in all any versions of hyperbolized Einstein equations), almost nothing was
proved in more general situations.

(b) The statement of “stability” in the discussion of well-posedness refers to the bounded
growth of the norm, and does not indicate a decay of the norm in time evolution.

(c¢) The discussion of hyperbolicity only uses the characteristic part of the evolution equations,
and ignores the rest.

We think the origin of confusion in the community results from over-expectation on the above
issues. Mostly, point (c) is the biggest problem. The above numerical claims from Ashtekar and
Frittelli-Reula formulations were mostly due to the contribution (or interposition) of non-principal
parts in evolution. Regarding this issue, the recent KST formulation finally opens the door. KST’s
“kinematic” parameters enable us to reduce the non-principal part, so that numerical experiments are
hopefully expected to represent predicted evolution features from PDE theories. At this moment, the
agreement between numerical behavior and theoretical prediction is not yet perfect but close [45].

If further studies reveal the direct correspondences between theories and numerical results, then
the direction of hyperbolization will remain as the essential approach in numerical relativity, and the
related IBVP researches will become a main research subject in the future. Meanwhile, it will be
useful if we have an alternative procedure to predict stability including the effects of the non-principal
parts of the equations. Our proposal of adjusted system in the next subsection may be one of them.

4.2.4 Strategy 3: Asymptotically constrained systems

The third strategy is to construct a robust system against the violation of constraints, such that the
constraint surface is an attractor. The idea was first proposed as “A-system” by Brodbeck et al [20],
and then developed in more general situations as “adjusted system” by the authors [71].

The “M-system” Brodbeck et al [20] proposed a system which has additional variables A that obey
artificial dissipative equations. The variable As are supposed to indicate the violation of constraints
and the target of the system is to get A = 0 as its attractor.

The “M-system” (Brodbeck-Frittelli-Hiibner-Reula) [20]: Box 4.3
For a symmetric hyperbolic system, add additional variables A and artificial force to reduce the
violation of constraints.

The procedure:

1. Prepare a symmetric hyperbolic evolution system Oyu = MOju+ N
2. Introduce A as an indicator of violation of oA = aC — B
constraint which obeys dissipative eqs. of motion (a#0,6>0)
. . U A 0 u
3. Take a set of (u, \) as dynamical variables O ()\) o~ (F 0) 0; (/\)

4. Modify evolution eqs so as to form o () = A F P
a symmetric hyperbolic system X)) T\F 0)7 A
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Since the total system is designed to have symmetric hyperbolicity, the evolution is supposed to be
unique. Brodbeck et al showed analytically that such a decay of As can be seen for sufficiently small
A(> 0) with a choice of appropriate combinations of as and fs.

Brodbeck et al presented a set of equations based on Frittelli-Reula’s symmetric hyperbolic formu-
lation [35]. The version of Ashtekar’s variables was presented by the authors [57] for controlling the
constraints or reality conditions or both. The numerical tests of both the Maxwell-A-system and the
Ashtekar-\-system were performed [71], and confirmed to work as expected. Although it is question-
able whether the recovered solution is true evolution or not [62], we think the idea is quite attractive.
To enforce the decay of errors in its initial perturbative stage seems the key to the next improvements,
which are also developed in the next section on “adjusted systems”.

However, there is a high price to pay for constructing a A-system. The A-system can not be
introduced generally, because (i) the construction of A-system requires the original evolution equations
to have a symmetric hyperbolic form, which is quite restrictive for the Einstein equations, (ii) the final
system requires many additional variables and we also need to evaluate all the constraint equations at
every time step, which is a hard task in computation. Moreover, (iii) it is not clear that the A-system
is robust enough for non-linear violation of constraints, or that A-system can control constraints which
do not have any spatial differential terms.

The “adjusted system” Next, we propose an alternative system which also tries to control the
violation of constraint equations actively, which we named “adjusted system”. We think that this
system is more practical and robust than the previous A-system.

The Adjusted system (procedures): Box 4.4
1. Prepare a set of evolution egs. ou = Joju+ K
2. Add constraints in RHS ou = Joju + K +kC
~——

3 Qhoose the coeff. k so as to. make Fhe 8,C = DO,C + EC

eigenvalues of the homogenized adjusted 8,C = DO;C + EC +F9;C + GC

- (2 7
0;C' eqs negative reals or pure imaginary. —_—

The process of adjusting equations is a common technique in other re-formulating efforts as we re-
viewed. However, we try to employ the evaluation process of constraint amplification factors as an
alternative guideline to hyperbolization of the system. We will explain these issues in the next section.
4.3 A unified treatment: Adjusted System

This section is devoted to present our idea of an “asymptotically constrained system.” The original
references can be found in Refs. [71], [72], [59], [73], [67] and [68].

4.3.1 Procedures: Constraint Propagation Equations and Proposals

Suppose we have a set of dynamical variables u®(z’,t), and their evolution equations
ou® = f(u®, ou®,---), (4.16)

and the (first class) constraints
C(u®, dju®,--+) = 0. (4.17)
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Note that we do not require that Eq. (4.16) form a first-order hyperbolic form. We propose to
investigate the evolution equation of C* (constraint propagation),

8, C* = g(C™,8;,C%, - -), (4.18)

for predicting the violation behavior of the constraints in time evolution. We do not mean to integrate
Eq. (4.18) numerically together with the original evolution equations, Eq. (4.16), but mean to evaluate
them analytically in advance in order to re-formulate Eq. (4.16).

There may be two major analyses of Eq. (4.18): (a) the hyperbolicity of Eq. (4.18) when Eq.
(4.18) is a first-order system, and (b) the eigenvalue analysis of the whole RHS in Eq. (4.18) after
a suitable homogenization. As we mentioned in Section 4.2.3, one of the problems in the hyperbolic
analysis is that it only discusses the principal part of the system. Thus, we prefer to proceed down
the road (b).

Constraint Amplification Factors (CAFs): Box.4.5
We propose to homogenize Eq. (4.18) by using a Fourier transformation, e.g.,

8,0% = §(C*) = M58, where C(z,1)? = / Ok, t)° exp(ik - 2)dk,  (4.19)

and then to analyze the set of eigenvalues, say A’s, of the coefficient matrix M“3 in Eq. (4.19).
We call the A’s the constraint amplification factors (CAFs) of Eq. (4.18).

The CAFs predict the evolutions of the constraint violations. We, therefore, can discuss the
“distance” to the constraint surface by using the “norm” or “compactness” of the constraint violations
(although we do not have exact definitions of these “---” words).

The next conjecture seems to be quite useful to predict the evolution features of the constraints:

Conjecture on CAF's Box.4.6

(A) If CAF has a negative real-part (the constraints are forced to be diminished), then we see
a more stable evolution than a system which has positive CAF.

(B) If CAF has a non-zero imaginary-part (the constraints are propagating away), then we
see a more stable evolution than a system which has zero CAF.

We found that the system became more stable when more A’s satisfied the above criteria. (The
first observations were in the Maxwell and Ashtekar formulations [58, 71].) Actually, supporting
mathematical proofs are available when we classify the fate of the constraint propagations as follows.
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Q1: Is there a CAF whose real part is positive?
NO / YES » Diverge

Q2: Are all the real parts of CAFs negative?
_ Asymptotically

Nf / YES " Constrained
Q3: Is the constraint propagation matrix diagonalizable?
NO / YES » Asymptotically
+ Bounded
Q4: Is areal part of the degenerated CAFs zero?
YES / NO > Asymptotically
$ Bounded

Q5: Is the associated Jordan matrix diagonal?
NO / YES ——» Asymptotically
+ Bounded

Diverge

Figure 4.3: Flowchart to classify the constraint propagations.

Classification of Constraint Propagations: Box.4.7
If we assume that avoiding the divergence of the constraint norm is related to the numerical
stability, the next classifications would be useful:

o Asymptotically constrained: All the constraints decay and converge to zero.
This case can be obtained if and only if all the real parts of the CAF's are negative.

o Asymptotically bounded: All the constraints are bounded at a certain value. (This includes
the above asymptotically constrained case.)
This case can be obtained if and only if (a) all the real parts of CAF's are not positive and
the constraint propagation matrix M®s is diagonalizable, or (b) all the real parts of the
CAFs are not positive and the real part of the degenerated the CAFs is not zero.

e Diverge: At least one constraint will diverge.

The details are shown in Ref. [74].

A practical procedure for this classification is drawn in Fig. 4.3.
The above features of the constraint propagation, Eq. (4.18), will differ when we modify the original
evolution equations. Suppose we add (adjust) the evolution equations by using the constraints

du® = f(u®,du,---) + F(C,8;C% - - ); (4.20)
then, Eq. (4.18) will also be modified as

o C* = g(C*,0,C%,---) + G(C*,0,C%,- - ). (4.21)
Therefore, the problem is how to adjust the evolution equations so that their constraint propagations
satisfy the above criteria as much as possible.
4.3.2 Applications 1: Adjusted ADM Formulations

Generally, we can write the adjustment terms to Egs. (2.12) and (2.13) using Eqgs. (2.14) and (2.15)
with the following combinations (using up to the first derivatives of constraints for simplicity):
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Figure 4.4: Demonstration of numerical evolutions between adjusted ADM systems: especially the
standard ADM system and Detweiler’s modified ADM system. The L2 norm of the constraints HAPM
is plotted as a function of time. The model is the propagation of a Teukolsky wave in a periodical
3-dimensional box. k is the parameter in Detweiler’s adjustment [ky, in Eq.(4.27)-(4.30)], with fixed-k
cases (left panel) and with fixed-and-turnoff-k cases (right panel). We see that the life-time of the
simulation becomes four-times longer than that of the standard ADM by tuning the parameter k.

The adjusted ADM formulation [59]: Box.4.8
Modify the evolution equations (v;;, K;j) by using constraints H and M;, i.e.,
Ovi; = (2.12) +PjH+ Qkiij + pkij(ka) + qklij(kal)a (4.22)
Ky = (213) +RiyH+ SFiMy + 1% (VeH) + s (ViMy), (4.23)

where P,Q,R,S and p,q,r,s are multipliers. According to this adjustment, the constraint
propagation equations are also modified as

OH = (2.16) + additional terms, (4.24)
OM; = (2.17) 4 additional terms. (4.25)

We show two examples of adjustments here. Several others are shown in Table 3 of Ref. [59].

1. The standard ADM vs. original ADM
The first comparison is to show the differences between the standard ADM [75] and the original
ADM system [10] (see Section 4.2.1). In the notation of Eqs. (4.22) and (4.23), the adjustment

Rij = KFQ%ij, (4.26)

(and set the other multipliers zero) will distinguish the two, where kr is a constant. Here
kp = 0 corresponds to the standard ADM (no adjustment), and kp = —1/4 corresponds to
the original ADM (without any adjustment to the canonical formulation by ADM). As one can
check by using Egs. (4.24) and (4.25), adding the R;; term keeps the constraint propagation
in a first-order form. Frittelli [33] (see also Ref. [72]) pointed out that the hyperbolicity of the
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constraint propagation equations is better in the standard ADM system. This stability feature
is also confirmed numerically, and we set our CAF conjecture so as to satisfy this difference.

2. Detweiler type
Detweiler [26] found that with a particular combination, the evolution of the energy norm of the
constraints, H? + M?, can be negative definite when we apply the maximal slicing condition,
K = 0. His adjustment can be written in our notation in Eqs. (4.22) and (4.23) as

P = —kpc’yi, (4.27)
Rij = kpa®(Kij — (1/3)K~ij), (4.28)
St = kLa®[3(9ae)dh — (D) vy M), (4.29)
Sklij = KLa3[585;)—(1/3)%ﬂkl]a (4.30)

and everything else is zero, where £, is a multiplier. Detweiler’s adjustment, Eqs. (4.27)-(4.30),
does not put a constraint propagation equation to a first-order form, so we cannot discuss
hyperbolicity or the characteristic speed of the constraints. From a perturbation analysis on the
Minkowskii and Schwarzschild space-time, we confirmed that Detweiler’s system provides better
accuracy than the standard ADM, but only for small positive k..

We made various predictions how additional adjusted terms will change the constraint propagation
[72, 59]. In that process, we applied the CAF analysis for Schwarzschild spacetime and found when and
where the negative real or non-zero imaginary eigenvalues of the homogenized constraint propagation
matrix appear and how they depend on the choice of coordinate system and adjustments. We found
that there was a constraint-violating mode near the horizon for the standard ADM formulation and
that the constraint-violating mode could be suppressed by adjusting equations and by choosing an
appropriate gauge conditions.

Numerical demonstrations and remarks Systematic numerical comparisons are in progress, and
we show two sample plots here. Fig. 4.4 is the case of a Teukolsky wave [66] propagating under a
3-dimensional periodic boundary condition. Both the standard ADM system and the Detweiler system
[one of the adjusted ADM systems with adjustments Eqgs. (4.27)-(4.30)] are compared with the same
numerical parameters. Plots are the L2 norm of the Hamiltonian constraint HAPM | i.e., the violation
of constraints, and we see the life-time of the standard ADM evolution ends at ¢ = 200. However,
if we chose a particular value of ky [multiplier in Eqgs. (4.27)-(4.30)], we observe that violation of
constraints is reduced compared to the standard ADM case and that the simulation can continue
longer than that (left panel). If we further tuned xr, say turn-off to k;, = 0 when the total L2 norm
of HAPM ig small, then we can see that the constraint violation is somewhat maintained at a small
level, and a more long-term stable simulation is available (right panel).

During the comparisons of adjustments, we found that it is necessary to create a time asymmetric
structure of the evolution equations in order to force the evolution onto the constraint surface. There
are an infinite number of ways to adjust the equations, but we found that if we followed the next
guideline, then such an adjustment would give us a time-asymmetric evolution.
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Figure 4.5: One-dimensional gauge-wave test with the BSSN system (left) and the adjusted BSSN
system (right) in the A-equation, Eq. (4.31). The L2 norm of H, rescaled by the resolution parameter
p%/4, is plotted as a function of the crossing-time. The wave amplitude is set to 0.01, and we choose
the adjustment parameter k4 = 0.005. The BSSN system loses convergence at an early time, near
the 20 crossing-time, and it will produce blow-ups of the calculation in the end, while in the adjusted
version we see that the higher resolution runs show longer convergence, i.e., the 300 crossing-time in
‘H, and that all runs can stably evolve up to the 1000 crossing-time.

Trick to obtain asymptotically constrained system: Box.4.9
= Break the time reversal symmetry (TRS) of the evolution equation.

1. Evaluate the parity of the evolution equation.
By reversing the time (9; — —0;), there are variables that change their signatures (parity
(—)) le.g., Kij, O¢yij, M, - -], while not (parity (+)) [e.g., gij, O:Kij, H, - - -].

2. Add adjustments that have different parities of that equation.
For example, for the parity (—) equation dy7;;, add a parity (+) adjustment xH.

One of our criteria, the negative real CAFs, requires breaking the time-symmetric features of the
original evolution equations. Such CAFs are obtained by adjusting the terms that break the TRS of
the evolution equations, and this is available even for the standard ADM system.

4.3.3 Applications 2: Adjusted BSSN formulations

Constraint propagation analysis of the BSSN equations In order to understand the stability
property of the BSSN system, we studied the structure of the evolution equations, Eqgs. (4.3)-(4.7), in
detail, especially how the modifications using the constraints, Eqs. (4.8)-(4.12), affect the stability [73].
We investigated the signature of the eigenvalues of the constraint propagation equations and showed
that the standard BSSN dynamical equations were balanced from the viewpoint of constrained prop-
agations, including a clarification of the effect of the replacement by using the momentum constraint
equation, which was reported by Alcubierre et al. [3].

Moreover, we predicted that several combinations of modifications had a constraint-damping nature
and named them the adjusted BSSN systems. Several adjusted BSSN systems are proposed in Table
IT of Ref. [73].
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Yo et al. [69] immediately applied one of our proposals to their simulations of a stationary rotating
black hole and reported that one adjustment contributed to maintaining their evolution of the Kerr
black hole (J/M up to 0.9M) for a long time (¢ ~ 60000 ). Their results also indicate that the evolved
solution is closer to the exact one, that is, the constrained surface.

Now, let us make clear some current technical tips listed in Section 4.2.2 by using a constraint
propagation analysis.

tip-1 The trace-out A;; technique can be explained that the violation of the A-constraint, Eq. (4.11),
affects all other constraint violations. (See the full set of constraint propagation equations in
the Appendix of Ref. [73].)

tip-2 The replacement of I enables to maintain the G-constraint, Eq. (4.10), that delays the violation
of HPSSN and MPSSN (Again, the statement comes from the full set of constraint propagation
equations. )

Numerical demonstrations We recently presented our numerical comparisons of the three kinds
of adjusted BSSN formulation[43]. We performed the three testbeds: gauge-wave, linear wave, and
Gowdy-wave tests, proposed by the Mexico workshop [6] on the formulation problem of the Einstein
equations. We observed that the signature of the proposed Lagrange multipliers were always right
and that the adjustments improved the convergence and the stability of the simulations. When the
original BSSN system already shows satisfactory good evolutions (e.g., linear wave test), the adjusted
versions also coincide with those evolutions while in some cases (e.g., gauge-wave or Gowdy-wave
tests), the simulations using the adjusted systems last 10 times as long as those using the original
BSSN equations.

Fig. 4.5 show a comparison between the (plain) BSSN system and the adjusted BSSN system in
the A-equation by using the momentum constraint

at;lij = 6,5321@- + IiACtD(iMj), (4.31)

where k4 is predicted (from the eigenvalue analysis) to be positive in order to damp the constraint
violations. The testbed is a one-dimensional gauge-wave, the trivial Minkowski space-time, but sliced
with the time-dependent 3-metric. The poor performance of the plain BSSN system for this test has
been already reported [41], and one remedy is to apply a 4th-order finite differencing scheme [76]. The
plots show that our adjusted system also improved the life-time of the plain BSSN simulation by at
least 10 times with better convergence.

4.3.4 Applications 3: C?-adjusted formulations

The above applications to ADM and BSSN equations are somewhat straightforward, which are all-
inclusive but not a far-sighted. Here, we further specify the adjusted terms from another idea.

Fiske[28] proposed an adjustment which uses the norm of constraints, C?, and does not require the
background metric for specifying effective Lagrange multipliers. An advantage of his method is what
the stability of the numerical simulation can be expected without depending on background metric.
We apply his method to the ADM and BSSN formulations, and showed that this adjustment actually
performs constraint-dumping by numerical simulations.

C?-adjusted Systems For variables u* and constraint values C?, evolution equations with constraint
equations are generally written as
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Suppose we adjust dyu’-equation with C? = C'C;, and evaluate constraint propagation as
pp

5C? ;
2 _
There exists various combinations of this adjustment. Fiske[28] proposed an adjusted term as
17 o o 07 502
Oyu' = [Original Terms| — x jﬁ, (4.34)
U

with % of positive definite. The constraint propagation, then, becomes

002 6C?
9,C* = [Original T — K= — 4.35
A [Origina erms| — K S S0l (4.35)

which clearly shows the dumping of constraints. If we set x% so that the second term becomes more
dominant of (4.35) than the first term in evolution, then C? dumps because of 3;C? < 0. Fiske
presented an numerical example in the Maxwell system.

Application to the ADM equations Now we apply Fiske’s method to the ADM formulation,
which can be written as

AN2

Orvij = [Original Terms]m,ijmn(s((sc ) , (4.36)
Ymn
) AN2

0:K;; = [Original Terms]—/ﬁK,-jmné(IC(), (4.37)

where (C4)? is the norm of the constraints,
(C4)? = (HA)? + (MY (MY, (4.38)
and both of K+ijmn, KKijmn are positive definite.
For the modified ADM equations, (4.36)-(4.37), we confirm that this system has better stablility
than the standard ADM system by the CAFs analysis. We find that all the real parts of eigenvalues

are negative, when we set Kyijmn = KKijmn = 0im0;n and the background metric to Minkowski metric.
Therefore the system is expected to dump the violation of constraints.

Application to the BSSN equations For the BSSN formulation, evolution equations with Fiske-
type adjustment are:

B2
Oyp = [Original Terms|— )\(pé(? ) , (4.39)
¥
B2
0K = |[Original Terms|— AK(S(?K) , (4.40)
B2
Ovyij = [Original Terms|— Xz, . 6((5(3 ) ) (4.41)
Ymn
N B2
0:Ai; = |[Original Terms]— )‘Xijmn 5;; ) , (4.42)
oI = [Original Terms|— )\%7 5(56%j) , (4.43)
where
(CP)? = (HP)? + (MPY(MP)+ A2+ GG + 82, (4.44)
A = 94, G =T -T0,7™, 8=-1+det(3y),

and all of A\, A, Az

’71
the dumping feature of the constraint violations.

Jmns A Fijmn and )\%j are positive definite. We find again that all the CAFs suggest
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Figure 4.6: The L2 norm of the constraints, C?, of the polarized Gowdy-wave tests with (Left) ADM
and two adjusted formulations, and (Right) BSSN and two adjusted formulations. The vertical axis
is the logarithm of the C? and the horizontal axis is backward time.

(Left) (a) The standard ADM formulation, (b) Detweiler’s ADM with L = —107 and (c) the C2-
adjusted ADM system. with x, = —107%% and kg = —10735. We see the lines (a) and (c) almost
overlap until £ = —500, then the case (c) keeps the L2 norm at the level < 1073, while the lines of
(a) and (b) monotonically grow larger with oscillations. We confirmed this behavior up to ¢t ~ —1700.
From Fig.2 in [67].

(Right) (A) The standard BSSN formulation, (B) A-adjusted BSSN formulation with s, = —10702,

and (C) the C%adjusted BSSN formulation. with A\, = —1070 g = —107%9, A5 = —1071
A= —107'2, and g = —107143. We see that lines (A) and (C) are identical until + = —200. Line
(C) then decreases and maintains its magnitude under O(1072) after t = —400. We confirm this

behavior until ¢ = —1500. From Fig.8 in [68].

Numerical Examples We demonstrate numerical simulations of above systems with polarized
Gowdy wave:

ds? = t712eN2(—dt? + da?) + t(ePdy? + e Td2?). (4.45)

which is one of the so-called Apples-with-Apples tests [6], setting all of the numerical parameters to
the same. (Fig. 4.6)

4.4 Outlook

What we have achieved We reviewed recent efforts to the formulation problem of numerical
relativity, the problem to find a robust system against constraint violations. We categorized the
approaches into

0) The standard ADM formulation (Section 4.2.1),

1) The BSSN formulation (Section 4.2.2),

2) Hyperbolic formulations (Section 4.2.3), and

(
(
(
(3

)
)
)
) Asymptotically constrained formulations (Section 4.2.4).

Most numerical relativity groups now use the BSSN set of equations, which are obtained empirically.

A dramatic announcement of the success of binary black-hole simulations has caused the community
to follow that recipe. Actually, we do not yet completely understand why the current set of BSSN
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equations, together with particular combinations of gauge conditions, works well. Several explanations
are applied based on the hyperbolic formulation scheme, but as we viewed, they are not yet satisfactory.

Our approach, on the other hand, tries to construct an evolution system that has its constraint
surface as an attractor. Our unified view is to understand the evolution system by evaluating its
constraint propagation. Especially, we propose to analyze the constraint amplification factors that are
the eigenvalues of the homogenized constraint propagation equations. We analyzed the system based
on our conjecture whether the constraint amplification factors suggest a constraint to decay/propagate
or not. We concluded that

e The constraint propagation features become different by simply adding constraint terms to the
original evolution equations (we call this an adjustment of the evolution equations).

e There is a constraint-violating mode in the standard ADM evolution system when we apply it
to a single non-rotating black hole space-time, and its growth rate is larger near the black-hole
horizon.

e Such a constraint-violating mode can be killed if we adjust the evolution equations with a
particular modification using constraint terms. An effective guideline is to adjust terms as they
break the time-reversal symmetry of the equations.

e Our expectations are borne out in simple numerical experiments using the Maxwell, the Ashtekar,
and the ADM systems. However, the modifications are not yet perfect to prevent non-linear
growth of the constraint violation.

e We understand why the BSSN formulation works better than the ADM one in a limited case
(perturbation analysis in the flat background); further, we propose modified evolution equa-
tions along the lines of our previous procedure. Some of these proposed adjusted systems are
numerically confirmed to work better than the standard BSSN system.

The common key to the problem is how to adjust the evolution equations with constraints. Any
adjusted systems are mathematically equivalent if the constraints are completely satisfied, but this is
not the case for numerical simulations. Replacing terms with constraints is one of the normal steps
when people re-formulate equations in a hyperbolic form.

In summary, let me answer the following three questions:

e What is the guiding principle for selecting the evolution equations for simulations in GR?
—The key is to analyze the constraint propagation equation of the system.

e Why do many groups use the BSSN equations?
—Because people just rush, not to be behind others.

e [s there an alternative formulation better than the BSSN?
—Yes, there is, but we do not know which is the best one yet.

Future directions If we say the final goal of this project is to find a robust evolution system against
violation of constraints, then the recipe should be a combination of (a) formulations of the evolution
equations, (b) choice of gauge conditions, (c) treatment of boundary conditions, and (d) numerical
integration methods. We are now in the stages of solving these mixed puzzles. Recent attention
to higher dimensional space-time studies is waiting for numerical research, but it is known that the
formulation problem also exists in higher-dimensional cases [61].

We have written this review from the viewpoint that general relativity is a constrained dynamical
system. This is not a proper problem in general relativity, but it is in many physical systems, such as
electrodynamics, magnetohydrodynamics, molecular dynamics, and mechanical dynamics. Therefore,
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sharing and discussing thoughts between different fields will definitely accelerate the progress. The
ideal algorithm to solve all the problems may not exist, but the author believes that our final numerical
recipe is somewhat an automatic system and hopes that numerical relativity turns to be an easy toolkit
for everyone in the near future.
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A BREBZEICETIEERIK

RBICEMRNREBIEY S 2L — a vyl L LT, BIFERERE & D T 3 ERIGIREZE O BAE T D
L, DO —AF— L DEERHEN L 7.

Black Objects and Hoop Conjecture in Five-dimensional Space-time[1]

We numerically investigated the sequences of initial data of thin spindle and thin ring in five-dimensional
space-time in the context of the cosmic censorship conjecture. We modeled the matter in non-rotating
homogeneous spheroidal or toroidal configurations under the momentarily static assumption, solved
the Hamiltonian constraint equation, and searched the apparent horizon. We found both S? (black
hole) and S? x S? (black ring) horizons (”black objects”), only when the matter configuration is not
sharp. By monitoring the location of the maximum Kretchmann invariant, an appearance of ‘naked
singularity’” or ‘naked ring’ under the special situations is suggested. We also discuss the validity of
the "hyper-hoop” conjecture using minimum ”area” around the object, and show that the appearance
of the ring horizon does not match with this hoop.

Formation of naked singularities in five-dimensional space-time[2]

We numerically investigate the gravitational collapse of collisionless particles in spheroidal configu-
rations both in four and five-dimensional (5D) space-time. We repeat the simulation performed by
Shapiro and Teukolsky (1991) that announced an appearance of a naked singularity, and also find that
the similar results in 5D version. That is, in a collapse of a highly prolate spindle, the Kretschmann
invariant blows up outside the matter and no apparent horizon forms. We also find that the collapses
in 5D proceed rapidly than in 4D, and the critical prolateness for appearance of apparent horizon
in 5D is loosened compared to 4D cases. We also show how collapses differ with spatial symmetries
comparing 5D evolutions in single-axisymmetry, SO(3), and those in double-axisymmetry, U (1) xU(1).

Fate of the first traversible wormhole: black-hole collapse or inflationary expansion|3]
We study numerically the stability of Morris amp; Thorne’s first traversible wormhole, shown pre-
viously by Ellis to be a solution for a massless ghost Klein-Gordon field. Our code uses a dual-null
formulation for spherically symmetric space-time integration, and the numerical range covers both
universes connected by the wormhole. We observe that the wormhole is unstable against Gaussian
pulses in either exotic or normal massless Klein-Gordon fields. The wormhole throat suffers a bifur-
cation of horizons and either explodes to form an inflationary universe or collapses to a black hole,
if the total input energy is respectively negative or positive. As the perturbations become small in
total energy, there is evidence for critical solutions with a certain black-hole mass or Hubble constant.
The collapse time is related to the initial energy with an apparently universal critical exponent. For
normal matter, such as a traveller traversing the wormhole, collapse to a black hole always results.
However, carefully balanced additional ghost radiation can maintain the wormhole for a limited time.
The black-hole formation from a traversible wormhole confirms the recently proposed duality between
them. The inflationary case provides a mechanism for inflating, to macroscopic size, a Planck-sized
wormhole formed in space-time foam.
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B Unsolved Problems

HHIX, 20097 HO TRXCKREEFEDFKL) T, HFICRLTHD2E WX vy —D%, LIHEN,
NGO T —~<B Ly EWH)ETHZ LE LA, fame LT, TZARTEmYH > 726, FHD
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S L7z Penrose 12 & % TARMIRRMED Y 2 b ZREZICHNLET.

“Some Unsolved Problem in Classical GR” by Penrose (1982)
R. Penrose, in Seminar on Differential Geometry (Princeton U. Press, 1982)

1. Find a suitable quasi-local definition of energy-momentum in GR.
2. Find a suitable quasi-local definition of angular-momentum in GR.

3. Find an asymptotically simple Ricci-flat space-time which is not flat — or at least prove
that such space-times exist.

4. Are there restrictions on k for non-stationary k-asymptotically simple space-times, with
non-zero mass, which are vacuum near 77

5. Find conditions on the Ricci tensor R, throughout M which ensure that the generators
of Z are infinitely long.

6. Show that if a cut C' of Zt [or Z~| can be spanned by a spacelike hypersurface along
which an appropriate energy condition holds, then the Bondi-Sachs mass defined at C' is
non-negative.

7. Does the Bondi-Sachs mass defined on cuts of ZT have a well-defined limit as the cuts recede
into the past along ZT, this limit agreeing with the mass defined at spacelike infinity?

8. Show that if the dominant energy condition holds, then the Bondi-Sachs energy-
momentum, and also the energy-momentum defined at spacelike infinity, are future-
timelike, the space-time being assumed not to be flat everywhere in the region of an
appropriate spacelike hypersurface.

9. In an asymptotically simple space-time which is vacuum near Z and for which outgoing
radiation is present and falls off suitably near i® and i*, is it necessarily the case that i°
and i are non-trivially related? (At least, are there some examples i which i® and it are
non-trivially related?)

10. Find a good definition of angular momentum for asymptotically simple space-times.

11. If there is no incoming radiation and no outgoing radiation and the space-time M is
vacuum near Z and (in some suitable sense) near i°, is M necessarily stationary near Z ?

12. Is Cosmic Censorship a valid principle in classical GR?

13. Let S be a spacelike hypersurface in M which is compact with boundary, the boundary
consisting of a cut C' of Z* together with a trapped surface T'. Let m be the Bondi-Sacks
mass evaluated at C and let A be the area of T. Show that

A < 167m?
provided that the dominant energy condition holds throughout some neighbourhood of S.

Show that there is no vacuum equilibrium configuration involving more than one black
hole.




